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Abstract : Other work has shown that adaptive learning can be highly
successful in developing programs which are able to play games a a leve

smilar to human players and, in some cases, exceed the ability of a vast
majority of human players. This study uses poker to investigate how adaptation
can be used in games of imperfect information. An internal learning value is
manipulated which alows a poker playing agent to develop its playing strategy
over time. The results suggest that the agent is able to learn how to pay poker,
initidly losing, before winning as the players dtrategy becomes more
developed. The evolved player performs well against opponents with different
playing styles. Some limitations of previous work are overcome, such as ded

rotation to remove the bias introduced by one player always being the last to
act. This work provides encouragement that this is an area worth exploring
more fully in our future work.

1. Introduction

Game playing has a long research history. Chess has received paticular inteest
culminating in Deep Blue besting Kagparov in 1997, dbeit with specidized hardware
(Hamilton, 1997) and brute force search. However, athough arguably, being a ‘solved
gane chess ill receives interest as researchers turn to adaptive learning techniques
which dlow computers to ‘learn’ to play chess, rather than being ‘told’ how it should
play (Kenddl, 2001). Adaptive learning was being used for checkers as far back as
the 1950's with Samued’s semind work (1959, reproduced in Samud, 2000).
Checkers research would lead to Jonathan Scheeffer developing Chinook, which
daimed the world title in 1994 (Scheeffer, 1996). Like Desp Blue it is arguable if
Chinook used Al techniques. Chinook had an opening and ending database. In certain
games it was able to play the entire game from these two databases. If this could not
be achieved, a form of minimax search, with dphabeta pruning was used. Despite
Chinook becoming the world champion, the search has continued for an adaptive
checkers player. Chdlapilla and Fogd’s (Chelapilla, 2000) Anaconda was named
due to the srangle hold it placed on its opponent. It is dso named Blondie24, this
being the name it used when competing in internet games (Foge, 2001). Anaconda
uses an artificial neura network (ANN), with 5000 weights, which are evolved by an
evolutionary drategy. The inputs to the ANN are the current board position and it
outputs a vaue which is used in a mini-max search. During the training period, using
co-evolution, the program is given no information other than whether it won or lost.



Once Anaconda is able to play a a suiteble levd, it often searches to a depth of 10,
but depths of 6 and 8 are dso common in play. Anaconda has been avalable to the
delegates a the Congress on Evolutionary Computing (CEC) conference for the past
two years (CEC'00, San Diego and CEC'01, Seoul) with Foge offering a prize of
$100 (CEC'00) and $200 (CEC01) to anybody who could defeat it. The prize
remains unclamed and a the next conference (CEC'02, Hawaii), the prize rises to
$300.

Poker aso has an equdly long research history with von Neumann and Morgensten
(von Neumann, 1944) experimenting with asimplified, two-player, version of poker.

Findler (Findler, 1977) dudied poker, over a 20 year period. He aso worked on a
smplified game, basad on 5-card draw poker with no ante and no consideration of
betting position due to the computer aways playing last. He concluded that dynamic
and adaptive dgorithms are required for successful play and satic mathematicd
models were unsuccessful and easily besten.

In more recent times three research groups have been researching poker. Jonathan
Schaeffer (of Chinook fame) and a number of his students have developed idess
which have led to Loki, which is arguably, the strongest poker playing program to
date. It is dill a long way from being able to compete in the World Series of Poker
(WSOP), an annud event hedd in Las Vegas but initid reslts are promising.
Scheeffer's work concentrates on two main aess (Billings, 1998a and Scheeffer,
1999). The fird ressarch theme makes betting decisons using probabilistic
knowledge (Billings, 1999) to determine which action to teke (fold, cal or raise)
given the current game date. Billings €. d. dso uses red time smuldion of the
remainder of the game that alows the program to determine a datisticdly sgnificant
reult in the program’'s decison making process Scheeffer's group dso  uses
opponent modeing (Billings, 1998b). This dlows Loki to maintan a modd of an
opponent and use thisinformation to decide what betting decisions to make.

Koller and Pfeffer (Koller, 1997), using their Gada system, dlow games of
imperfect information to be specified and solved, usng a tree based approach.
However, due to the size of the trees they state “...we are nowhere close to being able
to solve huge games such as full-scade poker, and it is unlikely that we will ever be
abletodo 0.

Luigi Barone and Lyndon While recognise four main types of poker player; Loose,
Tight, Passve, and Aggressve. These characteridics are combined to cregte the four
common types of poker players Loose Passve, Loose Aggressve, Tight Passve and
Tight Aggressive players (Barone & While, 1999; 2000). A Loose Aggressive player
will overestimate their hand, raising frequently, and their aggressve nature will drive
the pot higher, increasing their potentid winnings. A Loose Passve player will
overesimate their hand, but due to their passve nature will rarely raise, preferring to
cal and alow other players to increase the pot. A Tight Aggressive player will play
to close condrants, participating in only a few hands which they have a high
probability of winning. The hands they do play, they will raise frequently to increase
the size of the pot. A Tight Passve player will participae in few hands, only
conddering playing those that they have a high probability of winning. The passive
nature implies that they alow other players to drive the pot, raising infrequently
themselves.



In ther firg pgper Baone and While (Barone, 1998) suggest evolutionary
Srategies as a way of modeling an adaptive poker player. They use a smple poker
variant where each player has two private cards, there are five community cards and
one round of betting. This initiad work incorporates three main areas of andyss, hand
strength, position and risk management. Two types of tables are used, a loose table
and a tight table The work demondrates how a player that has evolved using
evolutionary strategies can adapt itsstyle to the two types of table.

In (Barone, 1999) they develop their work by introducing a hypercube which is an
n dimensond vector, used to dore candidate solutions. The hypercube has one
dimenson for the betting postion (early, middle and late) ad another dimension for
the risk management (selected from the interva 0..3). At esch dage of the game the
rdevant candidate solutions ae sdected from the hypercube (eg. middle betting
postion and risk management 2) and the decison is made whether to fold, cdl or
rase To make the decison the hypercube entry holds seven red vaued numbers
which are used as condants to three functions (fold, cdl and raise). In effect, the
functions lead to a probability of carrying out the relevant action. It & the seven red
values that are evolved depending on whether the player won the hand or not. Barone
reports that this poker player improves on the 1998 version. Their 2000 paper
(Barone, 2000) extends the dimensions of the hypercube to include four betting
rounds (preflop, postflop, post-turn and post-river) and an opponent dimenson so
that the evolved player can choose which type of player it is up againgt. The authors
report this player out performs a competent static player.

Poker, being a game of imperfect information, is interesting as a game for the basis
of research. Unlike chess and checkers, poker has some information that is unseen.
Poker aso contains other unknowns such as the playing styles of the other players
who may use bluffing (and doude bluffing) during the course of the game These
eements add to the research interest. Unlike complete informeation games where the
techniques to solve the games (computationd power dlowing) have been known and
understood for a long time (such as mini-max search and dphabeta pruning), games
of imperfect information have not received the same sort of andyss and, doing o,
could prove relevant to many other areas such as economics, online auctions and
negotiating.

2. The Rules of Poker

The exact rules for poker can be found in many poker books (see, for example,
Klansky, 1994; 1996) and we smply give here the badc rules of one variant (Texas
Hold ‘Em) so that the reader is able to follow the remainder of this paper. Each player
is dealt two cards. Thee are private cards, only being visble to the player receiving
those cards. These cards are normaly referred to as hole cards A round of betting
follows this initid ded. Next, three community cards (cdled the flop) are dedt, face
up, in the middle of the table. These cards are used by every player to make the best
five card poker hand, using their hole cards. A round of betting follows the flop. Next,
another community card (cdled the turn) is dedt face up in the middle of the table
Another round of betting follows. Findly, another community card (caled the river)



is dedlt and a find round of betting follows. Once this find round of betting has taken
place, assuming there are two or more players who ill have an interest in the pot, the
cads are shown and the highest poker hand wins. In forming a poker hand, the
players can use any combination of their two hole cards and the five community cards
to make the best five card poker hand. The various poker hands are as follows, in
descending order.

Royal Flush: Ten, Jack, Queen, King and Ace, dl in the same auit.

Straight Flush: any sequence of five cards, all of the same auiit.

Four of aKind four cards having the same vaue, one from each swit.

Full House: three cards of the same vaue combined with two cards of the same
vaue. For example, Three 2'sand apair of Queens.

Flush: dl five cards have the same suit.

Straight: dl five card vaues are in sequence, made up from at least two suits.

Three of aKind: three cards dl having the same va ue.

Two Pairs: two cards of the same value, combined with another two card of the same
vaue. For example, two 9'sand two 3's.

A Pair: two cards having the samevaue.

Single Card: the highest value card is used to vaue the hand.

When betting, the players have three choices to make. They can ether fold (throw
in their cards and relinquish dl clams to the money in the pot), they can cdl (match
the amount of money bet so fa) or they can rase (increese the current bet, thus
forcing al the other players to match this amount or fold). To start the betting it is
usua to put in some form of ante. This is a mechaniam to dart the betting by giving
the players an interest in the pot.

In this pgper we have not implemented a full verson of Texas Hold ‘Em,
prefaring a verson of poker, where the players are dedt five cards and, after a round
of betting, are dlowed to trade two cards before a find round of betting. This verson
is known as draw poker and was considered as a suitable test bed for this initid
investigation.

3. Experiments

We have implemented the four playing styles (loose passive, loose aggressive, tight
passve and tight aggressive) described above so that we can St each of them a our
tables and find out if our gpproach can adapt to each of these styles. Each playing
syle will play to a specific st of rules usng the value of their current hand and the
current value of the pot to decide whether to fold, call, or raise.



Tablel:

1st Round Strategy

The Loose Aggressive Players Strategy

Hand From Hand To Action
0 Pair 8's Fold
Pair 9's Par K's cdl
Par A’s 2 ParsAce High Raise 5 if Pot <= 100 otherwise Cdl
Three2's Three4's Raise 10 if Pot <= 150 otherwise Cdl
Three5's Three Js Raise 15 if Pot <= 200 otherwise Cdll
Three Q's Three A's Raise 20 if Pot <= 250 otherwise Call
Straight Roya Flush Raise 25 if Pot <= 300 otherwise Call
2nd Round Strategy
Hand From Hand To Action
0 Par 8's Fold
Pair 9's Three6's Cal
Three7's ThreeA’s Raise5if Pot <= 150 otherwise Call
Straight 6 High Straight A High Raise 10 if Pot <= 200 otherwise Call
Flush 6 High Full House A High Raise 15 if Pot <= 250 otherwise Call
Four2's Four A's Raise 20 if Pot <= 300 otherwise Cdl
Straight Flush 6 High Royd Flush Raise 25 if Pot <= 400 otherwise Call
Table2: The Loose Passive Players Strategy
1st Round Strategy
Hand From Hand To Action
0 Par 8's Fold
Pair 9's Three Js Cal
ThreeQ's Hush A High Raise 5 if Pot <= 100 otherwise Cdll
Full House 2 High Royd Flush Reise 10if Pot <= 150 otherwise Call
2nd Round Strategy
Hand From Hand To Action
0 Pair 8's Fold
Pair 9's ThreeA's Cdl
Straight 6 High Straight A High Raise 5 if Pot <= 100 otherwise Cdll




Flush 6 High Four5's Raise 10 if Pot <= 150 otherwise Call
Four 6's Roya Flush Raise 15 if Pot <= 200 otherwise Call
Table 3: The Tight Aggressive Players Strategy
1st Round Strategy
Hand From Hand To Action
0 Pair A’s Fold
2 Pairs 3 High Threed's Cal
Three5's Three Js Raise 5 if Pot <= 150 otherwise Call
ThreeQ's ThreeA’'s Raise 15 if Pot <= 200 otherwise Call
Straight 6 High Royd Flush Raise 25 if Pot <= 300 otherwise Cdll
2nd Round Strategy
Hand From Hand To Action
0 Par A’s Fold
2 Pairs 3 High Three10's Cal
ThreeJs ThreeA's Raise5 if Pot <= 150 otherwise Cdll
Straight 6 High Straight A High Raise 10 if Pot <= 200 otherwise Cdll
Fush 6 High Full House A High Raise 15 if Pot <= 250 otherwise Call
Four2's Four A’s Rase 20 if Pot <= 300 otherwise Cadll
Straight Hush 6 High Royd Hush Raise 25 if Pot <= 400 otherwise Cdll

Table4: The Tight Passive Players Strategy

1st Round Strategy

Hand From Hand To Adtion
0 Pair A’s Fold
2 Pairs 3 High Straght A High Call
Flush 6 High Four5's Ras5if Pot <= 100 otherwise Cal
Four 6's Straight Flush A High Raise 10 if Pot <= 150 otherwise Call
Roya Flush Roya Flush Raise 15 if Pot <= 200 otherwise Cdll
2nd Round Strategy
Hand From Hand To Adtion
0 2 Pairs A High Fold
Three 2's ThreeA's Cal
Straight 6 High Hush A Hich Raise 5if Pot <= 100 otherwise Call




Full House 2 High FourA's Raise 10 if Pot <= 150 otherwise Call
Straight Hush 6 High Roya Flush Raise 15 if Pot <= 250 otherwise Call

In order to test our adaptive poker player, we adopt the following rules. At the start
of each hand each player places an ante of one unit into the pot. There will be two
rounds of betting. Each round will pass around the table a maximum of three times,
unless every player except one decidesto fold, or dl playerscal.

Non-evolving players will play to the strategies described above (tables 1 thru 4).
The evolving player consders three factors when deciding whether to fold, call or
rase, these being hand dtrength, the number of players left a the table and the money
in the pot. As well as these factors, a learning vaue will be evolved and will dso
dictate the actions of the evolving player. The learning vadue is manipulated
throughout the training period of the evolving player, assging in its decison whether
to fold, cdl or rase There is a leaning vaue (ranging over the intervd 1.10)
asociated with each possble hand. The dgorithm, in deciding whether to fold, cal or
raseisasfollows.

If Iv <6 then FOLD
elseif Iv >> 6 AND Iv < 8 then CALL
elseif Iv >= 8 then
ac = (I viLOX pv)/ (np/lv)
if ac < 10 then CALL
el se RAI SE by SQRT(ac) * w
where
Iv =learning vaue for the hand being played
pv = the current value of the pot
np = number of players|eft in the current game
ac = playersaction, returning avaue geater than O
w = aweighting factor dependant on Iv
if lv <8 then w=1
if 8 <lv >8.99 thenw
if 9 <lv >09.99 thenw
if lv >9.99 then w=15
Example of the use of thisagorithmisshownin figures 1 thru 3.

3
4

lv=8,m=5pv=50 lv=8np=3,pv=50
ac = 7.53, player will cdl ac = 12.57, player will raise 11 units
Figure1l: Player Cdls Figure 2: Player Raises 11 units

V=9, m=3 pv=50
ac = 15.89, player will raise 16 units

Figure 3: Player Raises 16 units

Figure 1 has more players paticipaing in the current game resaulting in the
evolving player caculating it is less likey to win the pot s0 it decides to cal. A



reduced number of players contesting the pot incresses the evolving players chances
of winning, influencing its action to raise, as shown in figure 2.

Figures 3 highlights the difference in the raise vaue when the learning vaue is
adjusted between the vaues of 8 (figure 2) and 9 (figure 3). The learning vdue of 9 is
associated with better hand rankings, thus there is a better chance of winning. As the
possibility of winning is increesed with the higher learning vaue, more emphass is
placed on driving the pot harder, raising it, in the hope of increased winnings.

The learning vdues lv, are associated with hand drength. Each hand is given a
vaue, lv, which is used in the formulae outlined above. Initidly, dl vaues are st to
10, so0 that the evolving player will rase every time. Usng this method every hand is
assumed to be good until we find out otherwise. This is seen as preferable to
assuming every hand is bad until we know otherwise as this was one of the criticisms
that Barone made of his own work. He experienced a royd flush so infrequently that
he folded it when one did appear, on the basis tha the program had not learnt that this
was good hand.

Our adaptation technique is smple. If the evolving player wins a game, with other
players either cdling or rasing, then the learning vaue is incremented by 0.1, but will
never exceed 10. If the player folds &fter rasng or cdling the learning vaue will be
decreased by 0.1 unlessit is dready zero.

All our tests have five players seated at the table. Player 1, except for initid testing
to confirm the system is operating fairly, will always be the evolving player. Players 2
thru 5 will be the non-evolving players as defined in tebles 1 thru 4. Each player will
have 10,000 units dlocated to them making a tota of 50,000 units a the table. The
evolving player will have its learning vaues initidised to ten a the dat of each
training sesson.  The ded and betting will move cockwise around the table. The
player to the deders left will always play first. Initid testing, using tables of similar
players with no evolving player, showed that tte game was far, in tha no sngle
player or position dominated.

The evolving player must initidly be trained by alowing manipulation of the
learning vaues. It is interesting to monitor the evolving player during this learning
period.

Initialy, the evolving player plays every hand. This can be seen in epochs (hands
played) 1 to 100 in table 5. After this, learning vadues are being reduced and the
number of hands played gradualy decreases.

Table 5 : Number of Games Played and Won During the Training Period

25 |50 |75 (100|200 |300 (400 |500 (1000 1500|2000 | 2500 |3000

HandsPlayed | 25| 50 | 75 [ 100| 195| 257 | 324| 393| 647 | 925 1187| 1421|1664

HandsWon | 5 | 12| 19| 28 | 60 | 81 (102| 123| 216 | 312| 409 | 484 | 560

% Played |100| 100 | 100| 100|97.5(85.6|81.0(78.6| 64.7| 61.6( 59.3 [ 56.8 | 55.5

% Won 20.0(24.0|125.3|28.0{30.7| 31.5(31L5| 31.3| 33.3| 33.7| 34.5| 34.0| 336




Table 5 dso shows ancther interesting result. The percentage of hands played
gradudly fals, yet the number of hands won increases, demonstrating that the player
is learning. At the end of the training period less than hdf of the hands are being
played with over 33% of them winning.

Next we condder how the training process affects the number of units the evolving
player wins or loses over a specific time period. As highlighted above, the player will
soon redise that playing in every pot (and raising it, due to the high learning vaues)
is not the bet method of playing poker. As the player begins to adapt, the losing
streek eventudly levels off and changes into a winning sStresk, creating a better player,
maximising its winnings againgt a variety of players. Figures 4 and 5 show how the
program learns to play poker againgt two different tables where a table condsts of
players of the same playing style.
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Figure 4: Learning Curve, against Loose Aggressive Players

From figure 4 and 5 an obvious lodng trend can be seen, paticulaly in figure 5.
The evolving player initidly loses, before the grgph levels off and then rises. Figure 4
has an initid losng period until epoch 350, when the losng stresk begins to leve off
as the learning starts to have an impact. By epoch 1300 the learning process is dmost
complete, and the program begins to win and eventudly wins more units than it
initidly dstarted with.  Figure 5 takes dightly longer to learn, the initid losing stresk
continues until epoch 650. This losing stresk levels off until epoch 2650, when the
learning process dlows the player to regain its earlier losses and by epoch 3600 the
evolving player is back in the black. Figure 4 and 5 emphasises that learning againgt
a table of Loose Aggressive players is quicker than thet of a table of Tight Aggressive
players due to the fact that tight players play less hands themsdves. In addition, the
evolving player wins more money againg aloose player than atight player.
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Table 6 shows the results when the evolved player (i.e after training) is played
agang players of a sngle style, after a traning period of 5000 epods. A vaue of
5000 was chosen as it gppears that a player can be trained in about 4000 epochs
(figures 4 and 5). The figure of 5000 wes chosen as an insurance aganst dow
learning due to an unfavourable distribution of cards. The results in table 6 are payed
over 1000 hands, averaged over five runs

Table 6: Units Won by each player (Player 1 isthe evolving player)

Payer | LooseAggressve Tight Passive Loose Passve Tight Aggressive
(¥ won) (*"¥*won) (¥ won) (¥ won)

1 13342 53 11123 F 15632 s, 10816 “e
2 %% 1o 9536 Pgs 8520 "0 %527 1y

3 8602 e 59 g 8724 gy 9730 /s

4 8879 343/160 420 EB/64 8189 342/1(51 9837 184/122

5 919% /10 9706 ®/es 8935 *1ix 10079 Yo

The evolved player beats dl the other players, whilst the non-evolving players
perform evenly across dl of the tables. It is dso interesting to note that the evolving
player paticipaies in more games, due to a more aggressve naure. However, this
does not mean that the player is guaranteed to win. In fact, the oppodte is true; the
more games played the more likely it is the player will be open to defeat, playing with
lower rank cards. Therefore, it suggests that when the evolving player holds a strong
hand it takes avery positive approach, by raising frequently.

It is an interesting observation that the non-evolving loose players play more hands
than tight players due to an overestimation of their hand vaue. In generd, the loose



players lose more than tight players and the evolving player does better againgt the
loose players. It is wel known that tight poker players will do better than loose
players but there is a balance to be struck otherwise a tight player would only ever bet
with the best hand. It would appear that the evolving player has found such abaance.

So far, the players @ a given table have dl been of the same type. Figure 6 shows
how the evolving player competes when there are four different types of player at the
same table (we aso teted a variety of different players a the same table and the
results are smilar).

The results confirm our intuition that the loose players do worse than the tight
players. It isaso pleasing to see that tre evolved player beatsal the other players.
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4. Conclusions and Discussion

This paper has carried out an initia investigation as to how a computer program
can learn how to play poker. We redize that this is only an initid investigation but we
fed tha we have shown the method we propose, dthough smple in its
implementation, does show that an adaptive poker player is a promising research
direction. Not only would severad competing research groups be able to promote the
research domain but, a sustained research drategy could derive benefits in other aress
such as bluffing, negotiation and deding with imperfect information. These insghts
would be vduable in domains such as on-line auctions, game playing theory,
negotiaing and real world economics.

Our current research plans will consider using Texas Hold ‘Em as a more suitable
poker variant. We are aso experimenting with evolutionary drategies in place of the
smple learning techrique we currently employ. We dso plan to experiment with co-
evolution 0 tha different drategies have to fight to survive to a future generation.
Findly, we will dso incorporate bluffing and negotigtion so as we fed thee dements
are needed in order to compete with the best human players.
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