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In the same way that it is possible and desirable to measure and assess a companies relative performance against its competitors in order to evaluate its competitiveness strength and its likeness to survive, it is feasible to proceed in the same way with a country evaluating its possibilities to compete successfully in a global economy and its abilities to deliver good quality services to its citizens.  Although desirable, comparing countries performance is not a straight forward task and using one single measure, and sometimes even a bundle of measures, can be misleading.  This is particularly true when issues regarding national identity, well being and quality of life are on spot.

However, in a global complex society, where solidarity and interdependency are normal, differences among countries sometimes seem to dilute in a world wide market place which highlights similarities rather than differences.  Competition, superseding other logics of organizing society, became rule and indices that are able to capture its constituent elements (mainly financial and economic ones) are central to both economical and political agenda.

One of these indices is productivity, understood as a measure of efficiency in the usage of production factors (traditionally, land, labour and capital
) within a country on its productive process.  The more productive a country is, the more its companies and government are able to produce using certain amount of resources when compared to other countries.  This difference in production efficiency between countries is called productivity gap and it is largely used, despite all difficulties involved on its measurement, in comparing a country performance against others.

So, it is not a surprise to learn that the productivity gap has been central to the political economic debate, research agenda and policy intervention since the nineties and even before (Denyer and Neely, 2004) receiving a renewed attention over the last decade especially due a context of rapid economic, technological and social change associated with globalization (HM Treasury/DTI, 2005).

The idea of a productivity gap, here expressed, is associated with an underperformance of UK economy when compared with its major competitors, namely United States, France and Germany.  Anyway, addressing the gap, identifying its causes, developments and consequences is a powerful way of ensuring a sustainable economic growth and social progress for the country on the long run. 

However, O’Mahony, Oulton and Vass (1998) mark the position about the “considerable differences between the ranking of countries in terms of living standards (GDP per capita) and in terms of productivity (GDP per hour worked)” with differences relative to the amount of the population who work, indicating that other aspects shall be taken into account when assessing a country’s economic health. A good policy shall find the right balance between these two important economic indicators.

Assessing the Gap

The productivity gap is identified and measured in many different papers and reports with a range of distinct indices that, in a first moment and without careful scrutiny, are somehow ambiguous and even contradictory on its findings.  A great deal of these apparent discrepancies are accounted for distinct metrics used, time span, sector been focused and methodological differences in national account procedures.  On the other hand, “there are a number of reasons why measured productivity may differ, which do not necessarily reflect underlying differences in productivity” (Griffith and Harmgart, 2005).  Traditionally, International comparisons have been made in terms of labour productivity which has the advantage of being an easy and simple measure to achieve but lately, a more widespread comparison under Total Factor Productivity (TFP) has been used (Crafts and O’Mahony, 2001).

In a study produced to the Department of Trade and Industry (DTI) about the state of UK competitiveness, Porter and Ketels (2003) identify, based on OECD figures, a gap in labour productivity of about 15 % with the United States, 11% with France and 8% with Germany.  In the same year, in a study for Advanced Institute of Management Research (AIM), Griffith et al (2003) place the gap with US “just over 40%” , a difference of almost triple the size when compared with the previous study.  This is a typical example of the problems involved in the gap estimation.  Nevertheless, two important lessons can be learned from this disagreement:  Firstly, they address the economy in different ways.  While the former study refers to the total economy, the latter is related to the business sector only, in other words, it does not take into account public administration, health, education and property (ESRC, 2004). Secondly, the studies deal with diverse measures of the same phenomenon, while on the DTI paper the productivity gap is expressed in terms of output per hour worked on the AIM report the gap is calculated in terms of value added per worker. 

In a report published by the HM Treasury (2000) the gap is estimated in about 19% with the US, 20 % with France and 18% with Germany.  Here once again, the way in which the gap is measured can be accounted for the difference in the size evaluation when compared to the studies previously quoted.  In this case the gap is a measure of TFP.  However, the Treasury also deals with productivity gap estimations on Gross Domestic Product (GDP) per worker and GDP per hour worked.  In these cases, there is a gap variation from somewhere slightly over 22% with US (GDP per hour worked) up to about 44 % (GDP per worker).  The same applies when we compare the figures of UK with either France or Germany but within much smaller amplitude on the gap size.

From the previous examples some partial conclusions can be reached.  More than a conflict, multiples measures captures diverse aspects of a same complex multi determined phenomenon but this characteristic is also responsible for a good amount of noise in the area.  There is no right way of dealing with it but a number of possibilities driven by researcher and policy maker objectives, beliefs and choices. There seems to be a rather spread assumption about the existence of a productivity gap with US, France and Germany the main divergence being the estimation of its size.

However, a better situation emerges when we update the figures used on these reports (using mainly data from 1999 and 2001) based on data available for the year of 2004. The situation previously pictured does not hold.  Instead of lagging largely behind Germany, UK appears in a surplus position and the gap with France and US is much narrower than previous papers and reports have expressed, as it is possible to observe from table 1 below.

Table 1. Labour productivity 2004. GDP per worker

	Country
	GDP1
	Workers2
	GDP per Worker

	France
	1,837.6
	27.351
	67,185.84

	Germany
	2,351.0
	40.033
	58,726.55

	UK
	1,875,2
	29.369
	63,849.63

	US
	11,678.7
	148.644
	78,568.25


Source: OECD in Figures. Statistics on the Member Countries, 2005.

1- in billions of US Dollars using current power purchase parities (PPPs)

2- total labour force, in thousands

In relative terms, the gap with France is about 5%, with US is around 19% and UK is 8% better off than Germany.  A possible explanation for such difference when compared to the figures previously mentioned might be found in an association of economic and productivity growth over the last few years.  A better picture emerges when instead of comparing GDP per worker the comparison is performed under GDP per hour worked.

	Table 2: Breakdown of GDP per capita in its components, 2004

	 
	GDP per head of population              (USD)
	GDP per head of population              (as % of US)
	GDP per hour worked              (USD)
	GDP per hour worked                  (as % of US)
	Gap in labour utilisation          (in % points)

	
	(1)
	(2)
	(3)
	(4)
	(5) = (2) - (4)

	France (1)
	29,456
	74
	47.7
	103
	-29

	Germany
	28,570
	72
	42.1
	91
	-19

	United Kingdom
	31,444
	79
	39.6
	86
	-6

	United States
	39,732
	100
	46.3
	100
	0

	Euro-zone (5)
	28,068
	71
	40.2
	87
	-16

	Notes: (1) Includes overseas departments.
	
	
	

	Source : OECD estimates, September 2005.
	
	
	


In this case, UK lags behind US by only six percent points while standing 13 points in front of Germany and 23 in front of France.  The same status is achieved when we look into the living standards, following the suggestions from O’Mahony, Oulton and Vass (1998), measured as GDP per capita.
To complete this analysis another piece of data is needed addressing employment rates. Some authors suggest that when unemployed workers go into the market they can increase country productivity but this is very unlikely to happen, once one of the main characteristics of this contingent of the workforce is their relative lack of skills when compared to other workers.  So, their contribution to increasing the general level of productivity would be marginal, if any (OECD, 2005).

Table 3. Unemployment rates 1994-2004

	Country
	1994
	2004

	France
	12.3
	10.1

	Germany
	8.5
	9.9

	UK
	9.6
	4.7

	US
	6.1
	5.5


Source: OECD in Figures. Statistics on the Member Countries, 2005.

Over the last decade all countries but Germany, managed to decrease their unemployment rates.  However, as France improved their situation in about 20% and US in 10%, UK was able to reduce its rates in 50%.

What kind of story do these figures tell?  Firstly, there seems to be enough empirical evidence to support an idea of a productivity gap but the size of it is a disputable question.  As the gap can increase or decrease depending on the kind of metrics applied, a more or less dramatic picture of UK performance can be drawn depending on the kind of interests at play.  It is not advisable to underestimate the bias caused by methodological choices when evaluating the gap or, in a last instance, a countries performance.  Secondly, the data shows a picture of a strong economy performing well over the last decade with higher productivity growth rates when compared to Germany and France and there is a visible catching up movement with US.  Thirdly, because of high employment rates, economic growth in UK is more likely to happen as consequence of improvements in productivity rates diversely from Germany and France, which still have enough room to experience a cycle of economic growth through decrease on unemployment.  It is possible to conclude that productivity is a more vital subject to UK than to France and Germany. 
Setting the gap into context: a historical perspective
Another important aspect when referring to the productivity gap is brought to our attention in a paper from Broadberry and O’Mahony (2004) when the authors stress the need to put differences with US and other European countries within a historical perspective.  Comparing US/UK labour productivity levels by sector at the level of aggregate economy in a period ranging from 1869 to 1990, they show that US overtook UK around the turning of the twentieth century and when compared to Germany the underperformance of UK economy dates back to the late sixties.  This analysis finds echo in a work by Maddison (1982) quoted by Rupert (1995). 

In a first moment the productivity acceleration of the American economy might be explained by greater availability of land and natural resources coupled with scarcity of skilled workers leading to an intensive use of technology when compared with UK reality product of a unique combination of conditions (Rupert, 1995).  This framework persisted until the war when European economies had a set back.

The post war period is characterised by two distinct approaches to the economy organization, while France and German adopted a development model more based on their needs and characteristics, UK tried to follow an Americanised pattern without sufficient adaptation to local circumstances (Broadberry and O’Mahony, 2004). Although this hypothesis has not been scrutinised, this could be an explanation for the differences in productivity growth rates for UK, France and Germany after the war. After the sixties, those choices had the opportunity to be put on test when Japan emerged as a strong player in the economic global arena.  At that time, French and Germany companies proved to be more suitable to adapt to the new competition rules than UK ones.  Such considerations are driven, according to the authors, by the need to avoid economic fashions that from time to time sweep economic and political agenda. 

Recent empirical data give further support to this perspective that it is not possible to blame recent UK productivity growth for its underperformance.  Below, we can see table 4 showing the labour productivity growth rates for UK, France, Germany, US and Euro area for a period ranging from 1990 to 2004. It is possible to notice that in the period under consideration UK labour productivity is higher than its major competitors. 

Table 4. Growth in productivity for country selection 1990-2004 (business sector)

	Country
	90
	91
	92
	93
	94
	95
	96
	97
	98
	99
	00
	01
	02
	03
	04
	05

	France
	1.1
	2.5
	0.7
	2.1
	1.0
	0.6
	1.5
	2.2
	1.2
	1.5
	0.2
	0.4
	0.7
	2.8
	2.5
	1.3

	Germany
	2.4
	3.8
	0.1
	2.8
	1.7
	1.1
	1.7
	0.5
	0.6
	1.3
	0.5
	0.7
	0.9
	0.7
	1.1
	0.6

	UK
	2.0
	4.5
	3.2
	3.7
	1.3
	1.6
	1.3
	2.0
	1.4
	2.9
	1.7
	1.2
	1.6
	2.6
	2.6
	2.3

	US
	0.7
	3.9
	0.9
	1.3
	0.3
	2.0
	2.3
	2.1
	2.8
	2.3
	1.0
	3.7
	3.3
	3.6
	1.1
	1.9

	EU
	1.7
	2.6
	1.1
	3.0
	1.8
	0.9
	1.7
	0.8
	0.8
	1.4
	0.1
	0.5
	0.5
	1.1
	2.1
	0.6


Labour Productivity: source OECD www.oecd.org/dataoecd/5/47/2483871.xls
OECD Economic Outlook n 77 Annex  table 12

This picture gets even clearer when we compare the relative performance of each country over the period as it is possible to see on table 6, below. From 1990 to 2004 the UK productivity growth was about the same size as US and 10% bigger than Germany and France.  These results have deep implications for policy agenda later discussed.  However, the data available refers to the economy’s business sector and to have a deeper understanding about the total economy more information about the government sector would be desirable.

Table 5. Productivity relative performance by country 1990-2004 (business sector)

	Country
	90
	95
	00
	01
	02
	03
	04
	05

	France
	100
	107.7
	115.5
	115.8
	116.3
	117.0
	120.3
	121.8

	Germany
	100
	111.2
	117.2
	117.8
	118.7
	119.7
	120.6
	121.4

	UK
	100
	115.6
	126.6
	128.7
	130.1
	132.2
	135.6
	138.8

	US
	100
	107.2
	120.1
	121.3
	125.8
	130.0
	134.7
	137.3

	Euro Area
	100
	110.6
	116.8
	116.9
	117.4
	118.0
	119.3
	120.1


Source: author’s calculations

Despite the difference in time, both catch up movement from US and Germany with UK economy, during the last century, had in common an earlier resources shift from agriculture to services rather than to manufacturing (Broadberry, 1998).  The author indicates that much of this change happened not because of significant investments in the economy but for the reason of changes in TFP which are related to technology and workplace organization.  This paper shows the importance of working with sectoral data instead of using only aggregate measures when comparing the country’s relative performance.
In short, it is possible to apprehend from this section that only in a historical perspective the productivity gap can be fully understood; since the beginning of the nineties up to the present moment, during the advent of the so called knowledge society UK economy has performed much better than its’ main competitors; following O’Mahony and Broadberry (2004), a country “is constrained by its geography, so that copying without adaptation to local circumstances is rarely a good policy” (p.83). 

Sectoral contribution to the productivity gap

Although, displaying a strong productivity growth over the last year this has not been enough to overcame the differences with US.  And current analysis show that the great contribution to the gap rest on the services sector updating long historical trends regardless of considerable variation over the years on sectoral contributions to the gap. 

In a early study, O’Mahony, Oulton and Vass (1998) found that UK productivity in all market services were “lower than in the three other countries” with the gap, relative to Germany and France been higher in services than manufacturing but when compared to US, the UK performed better in services than in manufacturing.  Over the last years, UK has improved its performance and catch up with US in manufacturing and nowadays, a considerable amount of the gap refers to services sectors (Griffith et al, 2003; ESRC 2004; Crafts and O’Mahony, 2001) with three areas standing as the biggest individual contributors to the productivity gap with US, they are: wholesale and distribution, financial intermediation and machinery and equipment.  Together, they are responsible for more than 50% of the total gap measured in value added per worker (Griffith et al, 2003).

The significance of these numbers is highlighted when we observe the weight services sectors have on the economy either in terms of contribution to the GDP or the number of workers employed.  Chart 1 below, shows the contribution of each sector to the total economy in UK, US, France and Germany.  A deeper discussion on the importance and characteristics of services industries will be addressed latter on.
Here once again, the UK service economy is bigger than Germany’s and is catching up with France and US in terms of importance supporting the analysis previously delivered. 

At this point in time some partial conclusions can be drawn: Both actual and historical data hold the UK productivity gap; it is possible to observe a catching up movement from UK economy when compared with France and US; there is some empirical evidence to suggest that UK has overcome Germany in terms of labour productivity.
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          Chart 1. Sectoral contributions to gross value added

         Source: National accounts of OECD countries. OECD, Paris, 2005

Research agenda and Productivity

As we could see in a previous section, productivity is a measure of usage efficiency for production factors, because of that, the more efficient a factor is exploited the more productive a company (or country) is. So far, most of our analysis has being focused on a final measure of productivity, labour productivity to a greater extent.  As any other aggregate number, its size is a sum of, it is influenced by a myriad of different inputs related to daily managerial decisions and companies general activities. Because of that, it is also possible to assess the gap by disassembling it into its’ main constituent parts providing a range of intermediary values, sensible enough to assess and understand market place dynamics.

Seeking to tackle the gap the government set a policy agenda focused on improving performance indicators of the main productivity drivers (HM Treasury, 2000) based on a perspective that advancing specific aspects of business environment would positively impact the countries productivity level.  These indicators, organised by the five productivity drivers are: (level and quality of) investment, (product and process) innovation, (labour) skills, enterprise and competition (HM Treasury and DTI, 2005).

The academia response to this movement has been a number of researches based mainly on firm level data looking for differences in performance between UK companies and its foreign owned competitors.  They cover a wide range of factors going from skills to investment level in Research and Development (R&D), from management practices to impact and use of ICT.

The role of ICT

Certainly, among all productivity drivers ICT plays the most controversial role. Much of the recent discussion stems from the unpredictable growth experienced by the American economy during the second half of the last decade and what could be done to improve Europe (in general) and UK (in particular) economic performance.  To a great extent this has been credit to the expansion of ICT (Temple, 2002) and its association with the so called “information economy” (Daveri, 2002).  However, there is also a puzzling consensus that apart from the US economy the effects of ICT and its impact on productivity and economic growth “has been surprisingly difficult to detect”, in a situation sometimes described as the Solow
 Paradox., leading some scholar to question if neoclassical methods applied in assessing ICT benefits are sensible enough to capture its most essential aspects. (Pohjola, 2002). 

Addressing this issue, Oulton (2002) suggests that despite a great furore ICT has always been there and differences in productivity levels experienced by US and UK economies might be due to impacts of investment and capital accumulation.

Moreover, Bresnahan, Brynjolfsson and Hitt (2002) remind us that ICT is not just plug and play.  There is a need to reorganise the workplace activities to cope with the newness introduced by technology.  If the companies fail to do so, instead of improving performance ICT can have a negative effect. Black and Lynch (2004) call our attention “increased managerial focus on quality management, continuous innovation, incentive based compensation and employee involvement programmes” has been responsible for the significant improvements experienced by American economy.

The impact of technology has been estimated by productivity growth measured as TFP, which is sometimes described as disembodied technology (OECD, 2005b). 

The role of Multinationals Enterprises (MNEs)

One line of research looks for productivity differences among MNEs.  While assessing the impact of foreign ownership on productivity on Services Sector and R&D Labs, Griffith, Redding and Simpson (2004) acknowledge the problems associated with measures of productivity, particularly, in service sector and across dissimilar sectors leading them to propose that comparisons are better suited if developed in firms of the same sector.  They noticed that there are costs associated with becoming a multinational firm, and that only companies who already have a very good productivity level, might be able to incur in such task.  Because of that, the productivity level of multinational operating in international markets would be higher than British owned companies which have only national operations.  Differences in labour productivity may also be due to variations in input usages, or better saying, in economies of scales or higher levels of investment per employee, a characteristic of MNEs.  They also found some evidence that British owned MNE have a smaller productivity than foreign companies.  A possible explanation for this relies on the fact that when entering into a new market MNEs are generally oriented by taking over the most productive company available (cherry-picking process).  It is important to stress the role of MNEs in increasing competitive pressure.

Criscuolo and Martin (2005) also found evidence sustaining that UK multinationals perform worse only when compared with US companies but have similar performance levels when compared to other countries of ownership.  They also found higher US productivity is entirely driven by the ability of US firms to “takeover the best British plants rather than improving the productivity of acquired plants any more than other MNEs do”.

In a study designed to assess the relationship among exporting and productivity in US manufacturing firms, based on secondary data provided by Annual Survey of Manufactures of the Bureau of census, Bernard and Jensen (2004) found out that exporting plants have higher productivity levels than non exporting, but this performance pre dates their entry in exporting.  There are some positive correlations but these seem to come from the fact that plants with higher productivity rates are more likely to enter foreign markets.  Trade enables efficient firms in a sector, and efficient sectors in the economy, to expand.  Exporting companies also experiment fast output growth and employment growth level.  This can be explained to greater by access to new markets and deployment of unproductive plants by exporting firms facilitating the growth of high productivity plants.  As efficient units grow, overall productivity levels rise. 

High levels of competition in the international market have triggered a permanent restructuring movement with companies intensively seeking competitive advantages. This movement can have many alternative faces with the most common being reallocation, reengineering or outsourcing.  In these cases the whole company or set of activities are either completely reshaped or transferred to somewhere else where it can be performed more efficiently.  These questions were empirically addressed in a study by Criscuolo, Haskel and Martin (2004) where they seek to understand the impact globalization might have on productivity growth via reallocation process. Their findings suggest that entry and exit levels are a powerful mechanism to explain productivity changes.

Possibly, the most striking characteristic of the previous studies is to highlight the importance to assess individual company performance to understand how productivity trends develop even from a macro point of view.  The original base for MNEs performance, exporting success or reallocation to explain productivity growths unfolds, in the last instance, from individual firm performance, in other words, good management.  This position has absolutely no intension to disregard the importance of a good economic environment to company performance and its impact on firm level but seeks to stress the workplace as a legitimate locus of investigation and intervention. 

Table 6. Trade in goods and services

	Country
	Trade of Goods and Services1

	
	Imports
	Exports
	Total
	GDP
	Openness

	France
	440.3
	460.2
	900.5
	1,837.6
	0.49

	Germany 
	769.9
	867.7
	1,637.6
	2,351.0
	0.70

	UK
	509.1
	456.7
	965.8
	1,875.2
	0.52

	US
	1,544.3
	1,046.2
	2,590.5
	11,678.7
	0.22


Source: OECD in Figures. Statistics on the Member Countries, 2005.

All values expressed in billion dollars

1- at current prices and exchanges rates

A second conclusion points toward an understanding that the more open an economy is, the more productive it should be, once these entry and exit movement, exportation success and reallocation process are aspects and consequences of globalization and openness. Moreover, empirical data does not give support to this conclusion.  Table 6 brings a measure of openness to four countries expressed in terms of a sum of importation and exportation as a ratio of GDP.

Using a common metric of openness it is possible to observe that the most productive country (US) is the least open one.  On the other hand UK comes in second position in front of France, which has been seen as more productive in all measures so far and away behind Germany the more open country.  It is possible to argue that this is a single measure and the results should be considered in conjunction with other indicators.  An answer to this question is that the level of openness has been used for government and international institutions as International Monetary Fund (IMF) as a central index for their economic and political policy.  A possible conclusion is that openness plays an important role on business environment making it easier to acquire technology, capital, skills and information in a global scale market but is not directly linked to higher productivity rates.  It might be a necessary condition but it is not a sufficient one.

The impact of strategy on productivity
Discussing a study about productivity in the retail sector Griffith and Hamgart (2005) raise a number of questions regarding comparability issues on productivity derived form the quality and volume of inputs and outputs.  Summarising their position, they remind the reader about how the market imperfections might bias prices changing relative productivity levels without a real correspondence to the actual activity.

Stressing the importance of competition and entry to retail productivity the authors build their analysis discussing two distinct growth strategies reflecting somehow, customer expectations and geographical constraint.  Over the last few years UK supermarkets have concentrated their expansion on convenience stores while their American counterparts hold on edge of town super/hyper markets.  This movement toward a small shop somehow might be holding UK retail productivity back but at the same time the companies behind it are given as examples of very successful companies.

From this study it is possible to envisage the importance of consumer behaviour and expectations in enhancing productivity coupled with competition and what was called “a mix of urban characteristics”.

The role of Management practices and workplace organization

From this stand point and considering the existence of the productivity gap a natural question emerges: Are UK companies worse managed than foreign companies?  This is not a simple question to answer, because there is a need to specify in advance what is understood by good management and how is can be measured.  There has been a strong tendency to associate good management with the adoption of what has been called “best practices” (Davies and Kochhar, 2000) or “promising practices” (Leseure et al, 2004).  The idea is that market leaders hold this position because they do something in a better way than their competitors.  They organize their work in a much superior way.  Because of that they are able to exploit and absorb knowledge more efficiently. 

There have been some attempts toward this direction with different studies taking a variety of approaches.

A great number of studies suggest that ICT is not the main factor responsible for the recent success of the American economy and its productivity indices (Baily and Farrell, 2005).  One of these studies conducted by Lewis et al. (2002) to the McKinsey Global Institute addresses the fact that not every economic sector benefits from ICT in the same way.  According to their report, a group of six sectors namely, wholesale trade, retail trade, securities, semi conductors, computer manufacturing and telecommunications account for the bulk of US productivity in the gains in the period of 1995-1999, with the rest of the economy (53 sectors) contributing with a ‘mix of gains and losses that offset each other’.

The research looked deeply into these sectors and also on three others that had invested heavily on ICT but had failed in boosting productivity gains, Hotels, long distance data telephoning, bank retail.  They found very inconclusive correlations among acceleration in IT investment and productivity growth.  To their surprise the primary source of gains in the period studied related to important managerial, organizational and technological innovations with a crucial role to increased competitive intensity in spreading innovation.  It is just one tool that creative managers can use to redesign core business process, products or services.  Because of that, the main reasons behind the great expansion of US economy are likely to remain in place in the short term.

In a recent study, Clegg et al (2002) looked into the use and diffusion of a group of what was called modern management practices in four countries, among them UK. These practices were, in one way or another, related to a flexible/lean manufacturing paradigm and could be used as in indication of how the companies were coping with a quick change environment and also be a sign of company restructuring or work innovation.  Their findings suggest that UK companies had a lower use of the practices when compared with other firms in Japan, Australia and Switzerland.  Four years later, in a follow up study (Wood et al, 2004) they found a diffusion movement towards service sectors of these practices and an increased use in manufacturing when compared with the previous date.  Unfortunately, this second research aimed UK companies only, not being possible to establish comparisons with other countries.

Empirical data suggesting that UK companies underperformance their counterparts in adoption of “good” management practices can be found in the works of Bloom et al (2005) and Bloom and Van Reenen (2005).  They found evidence that UK companies have lower levels of adoption of management practices when compared with France, Germany.  US companies also do better than British with the difference being statistically significant at 0.05 level.  They also found a “surprisingly long tail of poorly managed firms” and came to the conclusion that this situation is the result of a combination of market competition, the greater the competition the more pressure companies have to adopt good management practices; firm age, with new entrants showing improved management techniques; and, labour market regulations, here they argue that job regulation “could impede the adoption of superior management practices”.

Productivity and Ideology

Before bringing a partial conclusion for the previous studies it is worth looking at another similar paper based on the same research which the last two papers worked with.  In Bloom, Kretschmer and Van Reenen (2006) the authors seek to understand if “good management and higher productivity came at the expenses of work-life balance (WLB) or is good WLB an important component of the management of successful firms”.  To achieve their objectives they oppose two distinct perspectives: a “Chirac Theory”, named after the French president expressing the ideal of a “European Social Model”.  To illustrate this approach they quote the German Chancellor. And a more Anglo Saxon view, expressed as the Win-Win Theory” based on a more neoliberal perspective and adopted mainly by UK and US.  Their main conclusion points toward an understanding that if a firm introduce better WLB (in this case the same aspects brought by labour regulations) this “neither penalises them in terms of productivity nor does it significantly reward them…even if productivity does not fall, WLB is costly to implement and maintain, and may result in significantly lower profitability”. 

It is not easy to understand how France and Germany, perfect examples of resistance against the end of market regulation and completely rule of free market can have higher productivity when compared with UK a more liberal economy?  There are two main possible answers: In first possibility, there is no such European social model being applied in real life, in this case France and Germany operates freely in the global market and are able to explore it better.  A second possibility is that much of the discourse on productivity is biased by a strong ideological perspective and because of that it is not possible to reach a final and definite conclusion.

Conclusion

As we have seen with the aggregate measures of productivity from the micro level data emerges the same kind of problems associated with a variety of measures, procedures and techniques: it is not possible to reach a conclusive position about its main findings although being possible to draw a good picture is the main characteristic. 
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By – Sheffield
The Impact of Management Practices on Productivity –

Organisational Behaviour Literature Review 
1. Method 

Using the EBSCO database specific keywords were searched for including only journal articles for the past ten years.  This document reviews the articles allocated to the University of Sheffield identified using the following keywords: HRM practises, Operational practises, Supply chain partnering, Total Quality Management, Team Working, Business Process Re-engineering, Empowerment, Payment and reward system, Performance appraisal and review, Employment Development, Lean Thinking, Training (combined with ‘management practises’ and then ‘retail’), Target systems and Lean production.  This search generated 168 articles, and the core articles central to this study are reviewed here in detail.

2. What management practises have been studied?

Reviewing the organisational behaviour literature, there are a number of management practises that have been studied and these can usually be separated into two distinguishable categories: operational and Human Resource Management (HRM) practises.  Operational practises tend to be classified in terms of the management philosophy they subscribe to.  In order of salience in the literature, these include Total Quality Management (TQM), lean production, Business Process Management, Business Process Re-engineering (BPR), and labour flow reliability.  HRM practises focus on people management, and the literature presents a multitude of contrasting conceptualisations and operationalisations of these practises.  Researchers have focussed their efforts on particular sets of practises, usually grouped by function, for example training and development, High-Involvement Work Practises (HIWP), and industrial relations.

The majority of journal articles revealed by the database searches involved empirical research in the manufacturing sector in particular.  The next most-popular sector, although notably less prevalent, being the service sector.  A smaller number of papers focussed on specialised sectors such as construction, pharmaceuticals, banking and healthcare.

Depending upon the theoretical approach adopted, management practises are conceived in different ways.  It is important to consider Barney’s (1991) resource-based view of the firm, and the potential for inherently inimitable HRM practises to develop into a source of sustained competitive advantage.  This comes hand in hand with the necessity of internal or horizontal fit between mutually re-enforcing bundles of HRM practises and firm strategy (for example, see MacDuffie, 1995).  This ‘fit’ is entirely context-dependent, and therefore there is no ‘one size fits all’ set of HRM principles or practises, that should be implemented to optimise productivity.  Arguably this principle also applies to operational practises.  Academics have conducted empirical research within defined boundaries using criteria such as organisation industry, size, country of operation, country of origin, employees, business strategy, and so on.  This review will reveal some of the ways in which actual practises have been divided up or grouped together and whether they have been measured directly or indirectly.

3. How have management practises been measured?

Due to the inherently intangible nature of management practises, it is impossible to apply objective forms of measurement.  In the academic literature these practises have been measured using a variety of scientific and more dubious methods: self-reported questionnaire data, interviews, observations, and prospective estimation of introduction effects.  The majority of studies conducting empirical research obtained information from knowledgeable individuals.  In some cases these were senior management, HR managers, workplace representatives or the employees themselves.  Some researchers have chosen to utilise employer’s existing data, such as employee opinion surveys and other records.

Methods and measures of assessment vary according to the type of study.  Firstly, there are highly contextualised case studies.  The unit of analysis is at the plant or firm level, and the nature of study is more descriptive and usually more exploratory.  Alternatively, an empirical study is conducted to test hypotheses derived from some conceptual model.  The level of analysis may be at the plant, firm, industry, country or international level.  A fair amount of empirical studies reviewed were conducted at the plant, firm or industry level with a handful at the higher levels of analysis.  The 1998 Workforce Employee Relations Survey (WERS98) published by the Department of Trade and Industry (1999) is an example of an existing data set that is nationally representative of UK organisations and is amenable to researchers.

A minority of studies did not publish quantifiable measurements of management practises.  Instead, these studies include descriptive passages of text based on various unstructured assessment methods, such as observations and analysis of field data collected (Rotab Khan, 2000); and observations alone (Arbós, 2002).

A popular method of collecting empirical data from a large sample in a cost-effective manner is to conduct a survey.  Several studies have assessed management practises solely using questionnaires for remote completion (largely postal), for example, TQM (Kaynak, 2003), quality practises (Hasan & Kerr, 2003); quality management specifically in purchasing activities (Sánchez-Rodríguez et al., 2004), people management practises (Paul & Anantharaman, 2003); empowerment management practises (Geralis & Terziovski, 2003); HIWS
 (Scotti et al., 2003); and operational practises (Maes et al., 2005).  Indeed, sometimes the method of data collection needs to be tailored to cultural requirements.  A study assessing management practises in identified Japanese subsidiaries in both the USA and Russia made a special effort to set actual interview times with organisations in Russia
 only to talk respondents through the questionnaire (Park and colleagues, 2003).  

Research studies that collected data through interviews usually adopted a semi-structured questionnaire-led format.  Examples include: targeting the actual use of HRM practises through extensive interviews with HR managers, operations managers, supervisors, production workers, and union representatives (Ichniowski & Shaw, 1999); researching quality management practises in manufacturing interviewing mainly plant or production managers or failing that someone with knowledge of broad organisational and some technical issues
 (Merino-Diaz de Cerio, 2003); and conducting telephone interviews by appointment with senior HR management (Michie & Sheehan, 2005).

Bryson and colleagues (2005) measured HIM practises using data sourced from WERS98 (Department of Trade and Industry, 1999).  Nine management practises were grouped into three meaningful sets of indicators: task practises (functional flexibility, team working and problem-solving groups), individual supports (information disclosure, team briefing, training in problem-solving or communication), and organisational supports (job security guarantees, broad-based financial participation schemes, emphasis on internal promotion).

There are already established questionnaire measures of particular management practises, and most studies chose to utilise these in their original or a modified format.  Typically only in the absence of a suitable existing tool do researchers choose to develop their own instrument.  There are various questionnaire formats and they are not specific to particular management practises, the following examples are for illustrative purposes only.

To ascertain the actual adoption of TQM practises, Kaynak (2003) asked respondents to rate firm usage of particular practises.  Usage was indicated by marking a point along a continuous 100mm scale for each of the following types of practises: management leadership, training, employee relations, quality data and reporting, supplier quality management, product/service design, and process management.  

Where an organisation operated from more than one site, Michie and Sheehan (2005) asked the interviewee to respond to questions in terms of the site that most typified the organisation’s activities.  Eight areas of HR practises were measured: training, formal appraisals, recruitment and selection, internal career opportunities, employee voice (participation) and consultation, job design/internal employee flexibility, employment security and performance-based pay.

Some measures require respondents to benchmark their employer’s management practises against those of their competitors.  For example, Park and colleagues (2003) asked questionnaire respondents to rate their employing organisation against that of its competitors along a number of Likert-type items in the following categories: employee skill, attitudes, motivation, and HR systems (for example, our organisation places importance on training, and employee input and suggestion are highly encouraged).

Lewis (2000) applied an integrated set of research methods and measures.  Management completed a self-reported questionnaire based on a series of indices describing lean production tools and techniques.  Respondents were asked to indicate whether or not these were present in their firm, and estimate the ‘richness of adoption’.  This criterion was used to select three firms for case studies to explore the author’s exploratory propositions.  From these firms, data was collected from interviews with managers and team leaders using semi-structured question sets, in addition to secondary data such as company accounts and employee surveys.  Kosonen and Buhanist (1995) also employed a combination of methods and measures to evaluate both technical and human components of the case study organisation.  Data was collected from team and individual interviews, observations and questionnaires.  

Management practises are multi-dimensional constructs and therefore some researchers have adopted a systems approach.  A smaller number of promising studies have assessed intervening variables regarding processes linking practises to performance.   Paul and Anantharaman (2003) assessed the mediationary role of HRM practises through the following processes: employee competence, teamwork, organizational commitment, and customer satisfaction. 

Chan and colleagues (2004) measured High Performance Human Resource Practises (HPHRP) using an existing instrument, modified for use in Hong Kong.  HR Managers were required to rate each specified practise in terms of the percentage of staff at their organisation who were covered by it.  Three other questions (promotional criteria, qualified applicants for job vacancy, and training hours) were measured in terms of a forced-choice or numerical response format.  Factor analysis resulted in two factors, reflecting a systems approach to HR practises, labelled ‘employee skills and organisational structure’ and ‘employee motivation and communication’.

4. How is performance measured?

Productivity is an abused term that has different meanings and is operationalised in different ways by different people in business and academia alike.  Productivity studies have assessed a range of indices at multiple levels.  Organisational performance can be operationalised using either objective or subjective measures.  Hard measures at the firm level include economic or financial metrics such as return on investment, sales, and profitability.  Other studies have assessed productivity in operation terms including individual performance, operating efficiency, wastage indices, or quality.  Soft measures tend to involve senior management’s perceptions of their own organisation’s productivity as defined in the particular study.  These measures are then usually benchmarked against some appropriate standard, for example an organisation’s productivity may be benchmarked against competing firms, to derive meaningful, contextualised comparisons.  

The majority of research has investigated productivity in the manufacturing industry.  Indeed, the manufacture of tangible goods provides more readily available objective and quantifiable information for investigation.  Assessing productivity in the service sector study involves a related but different set of considerations, for example one author identified excessive variabilities between service times (Arbós, 2002).  However, the industry shift from manufacturing to services can no longer be ignored.  More than half of all UK jobs are now in the service sector, clearly monopolising the employment market and therefore the identification and implementation of more effective management practises in the service sector is likely to provide the single greatest opportunity for improving the country’s productivity indices on the basis of this statistic alone.

Some productivity measures are specific to types of company, either by industry or by size of the organisation.  For example, productivity indices of survival are more relevant to small companies that are more financially sensitive, as opposed to multi-national organisations that have the collateral to be able to afford much bigger variations in cash flow.  These differences appear to reflect a real need for context-specificity to enable successful articulation of the complexities and intricacies of the productivity of companies in different industries and of different sizes.

Industry-specific measures are typically developed as necessary and ideally empirically applied within the appropriate work domain, to ensure the resultant productivity measure is both reliable and valid.  Examples include steel production (Ichniowski & Shaw, 1999); bridge construction (Thomas et al., 2002); and construction (Dunlop & Smith, 2004).  This contingency approach restricts the opportunity for broader comparison and evaluation of productivity differences and offers some explanation for the discrepancies between published estimations of productivity ‘gaps’ or differences between the overall productivity of countries.

There are a range of methods that can be applied to derive data suitable for the calculation of various productivity indices.  A fair amount of research has utilised companies’ pre-existing financial accounting information (Lewis, 2000; Maes & colleagues, 2005; Michie & Sheehan, 2005), or operational or financial organisational performance indicators (Arbós, 2002; Lewis, 2000).  

An enormous amount of the studies reviewed ascertained performance via subjective methods.  Questionnaires were employed to determine various productivity indices including: productivity in terms of operational performance and internal customer satisfaction (Sánchez-Rodríguez & colleagues, 2004); and improvements in organisational performance variables (Hasan & Kerr, 2003).  A majority of questionnaire-based surveys invite respondents to compare their organisation’s performance to that of competitors: financial, marketing and operating performance relative to competitors for the previous fiscal year (Kaynak, 2003); financial performance and labour productivity relative to that of competitors (Department of Trade and Industry, 1999); firm performance relative to that of competitors (Park et al., 2003); and organisational and market performance relative to competitors (Chan et al., 2004).  Other researchers have preferred to adopt more direct methods of self-reported data and observations, for example: through meetings and interviews with managers, supervisors, and production workers, and 2,594 observations of the production lines spaced at monthly intervals
 to calculate actual labour productivity data (Ichniowski & Shaw, 1999); and 215 monthly plant observations to derive the difference between actual and planned standardized hours of labour for plane assembly (Kleiner et al., 2002).

The questionnaire measures assessing productivity focussed on a number of aspects of productivity.  Popular names for performance measures are ‘operational’ and ‘financial’ performance, however as discussed earlier these can be operationalised in a number of ways therefore we will investigate the content of measures in more detail.  Productivity constructs assessed include: operating performance in terms of inventory management and quality performance (Kaynak, 2003); operational performance measured in terms of the quality of purchased items, on-time delivery, process order cycle time, accuracy, and actual versus target costs (Sánchez-Rodríguez et al., 2004); customer satisfaction operationalised as service quality and measured according to reliability, responsiveness, assurance, empathy, and tangibles (Sánchez-Rodríguez et al., 2004); improvements in organisational performance: productivity and quality (productivity, efficiency, cost of quality, errors or defects), scheduling and delivery (lead time, timeliness of delivery, vendor relations), financial results (return on assets, return on sales, return on total quality, market share), and customer satisfaction performance (customer satisfaction, employee satisfaction, employee turnover) (Hasan & Kerr, 2003); firm performance relative to competitors’ operating efficiency, quality, service and profitability (Park & colleagues, 2003); and finally management respondents’ ratings of productivity compared to competitors for measures of financial performance and labour productivity published in WERS98 (Bryson et al., 2005; Department of Trade and Industry, 1999).

Chan and colleagues (2004) determined firm performance using an existing survey tool.  Senior executives were required to compare their organisation with similar comparators in the same geographical area (Hong Kong) and make assessments according to various criteria, such as employee relations, product or service quality, profitability, marketing, and so on.  In line with the authors’ systems approach, factor analysis extracted two factors that were entitled ‘perceived organisational performance’ and ‘perceived market performance’.

Two studies assessed relative productivity changes over a three-year period.  Merino-Diaz de Cerio (2003) collected data from questionnaire-based interviews with knowledgeable employees.  Three different indices to quantify improvements were applied: one of cost performance (improvement in percentage of productive hours relative to the total number of hours of direct presence of the workforce), another of product quality (reduction in the percentage of returned products over sales, reduction in the percentage of defective finished products, reduction in the percentage of defective products in process), and one of time-based results (percentage of delivery dates complied with, the time taken from the moment the material is received to the moment where the product is delivered to the customer).  All six initial performance measurements were pulled together into a single factor score.  Paul and Anantharaman (2003) measured organizational performance in terms of both operational and financial performance compared to competing organisations during the three-year period, as rated by each company’s CEO or most senior manager available.  Operational performance encompasses employee retention, product quality, speed of delivery, employee productivity, and operating cost.  Financial performance measures comprised of growth in sales, net profit and return on investment for the same three-year period.  

In support of the context-specificity issues outlined in paragraph 4.3, the two studies that took advantage of companies’ published financial accounts
 chose to derive different indices.  Maes and colleagues (2005) selected eight financial ratios due to their relevance to the survival of small businesses: current ratio, acid test, cash flow over equity ratio, profitability of current assets, solvency ratio, degree of self-financing, share of personnel costs in the value added, and the value added per employee.  Michie and Sheehan (2005) collated performance indices at the plant level.  These were percentage changes in: labour productivity; total sales; and pre-tax profitability.  Figures were averaged over a three-year period, to mitigate any simultaneous impact of exogenous variables upon explanatory variable measures during a shorter time window.

5. What are the research findings?

The research findings are structured according to the management approach purported to be under investigation.  The results are critically evaluated in light of the broader objective, to determine the relationship between management practises and productivity.

Lean Production

Lewis (2000) conducted a longitudinal study of lean production with three case study manufacturing organisations in the UK, France and Belgium.  The author constructed an argument for implementation process potential to create strategic resources to underpin sustainable competitive advantage.  However, the empirical findings presented indicate that lean production does not automatically result in improved financial performance.  Indeed, being ‘lean’ can restrict the firm’s ability to achieve long-term flexibility, and some form of trade-off exists between degree of lean production and innovation.  Nevertheless, these results should be treated with caution because: generalisability is restricted by the small sample size, the opportunistic sampling method may bias findings, the reliability of the company accounts data used is questionable due to contrasting accounting conventions and different ownership arrangements, and despite the selection of similar-sized organisations (approximately 500 employees each) from the same industry the businesses were markedly divergent.

The adoption of a lean production approach has been shown to eliminate waste, which in turn results in improvements in costs, time and quality.  Empirical evidence testament to this exists for example in the telecommunications service industry (Arbós, 2002).  In this study, management practises
 in line with lean construction principles were implemented.  Work activities that did not add value were eliminated and the system was made flexible enough to be constantly attuned to the demand in terms of both type and volume.  However, there are no actual measures of worker perceptions of particular practises, or other measures to check back and scientifically demonstrate that changes were made.  The method of implementation is also not explained, i.e. it may not be possible to replicate the findings because these details are not explicit.

Dunlop and Smith (2004) measured actual outputs from observed operations on three UK construction sites, and then estimated potential outputs based on the application of lean production principles.  Regression analysis was applied to estimate that a marked productivity increase of 25% could be achieved if the recommendations were implemented to reduce wastage and improve productivity.  However, the recommendations were not put to the acid test and therefore this attractive figure remains only an estimate.

Kosonen and Buhanist (1995) worked with a Finnish lift-manufacturing organisation.  The objective of the study was achieved, to increase productivity by decreasing total lead time and increasing flexibility in processes, by conducting only the necessary tasks punctually, quickly, and to a high standard.  This paper takes a more realistic stance than many, explicitly acknowledging the human aspects (in addition to operational considerations) of organisational change and the need for worker participation – incorporating aspects of total quality management.

However, this study fails to provide an adequate amount of supporting details such as failing to overtly define productivity changes, how these are calculated or where the data originated from, and is written in a more descriptive than scientific way that relies on anecdotal evidence.  

Total Quality Management

Sánchez-Rodríguez and colleagues (2004) presented empirical evidence indicating a direct relationship between the extent of an organisation’s implementation of quality management practises in purchasing and both operational performance and internal customer satisfaction levels.  This cross-sectional study used self-reported data from a single respondent, usually the purchasing manager.  Indeed, it is only really possible to conclude from this study that purchasing managers who perceive their unit to demonstrate a greater number of quality management practises consider their employing organisation to be more successful and perceive employees as being more satisfied with their purchasing activities, and vice versa.

Two studies developed tools of TQM measurement and tested them empirically using regression analysis.  Hasan and Kerr (2003) investigated service organisations to reveal relationships between organisational performance and various quality dimensions
.  The role of top management and customer satisfaction demonstrated the strongest relationships to business performance; indeed of the numerous multiple regression models developed these dimensions appear the most frequently.  Interestingly, results suggested these two constructs demonstrate a stronger relationship with organisational performance in TQM firms than non-TQM firms, although this could be more a reflection of how the questionnaire contained TQM-specific terminology.  Merino-Diaz de Cerio (2003) conducted a study of 965 Spanish manufacturing plants employing more than 50 workers within various sectors.  A significant relationship emerged between the level of implementation of quality management practises and improvement in operational performance in terms of cost, quality and flexibility.  Results indicate that quality management practises related to product design and development, together with HRM practises, are the most significant predictors of business performance.  However, the fact that data was collected corresponding to two distinguishable time points is misleading, because all data was gathered during one interview at a single point in time and the historical data collected retrospectively.  Both of these studies are limited by the use of cross-sectional, single-respondent designs and potentially regression analysis is unable to accurately convey the complex inter-relationships at play.

A recent study using a combined sample of manufacturing and service firms demonstrated a positive relationship between the extent to which companies implement TQM and firm performance (Kaynak, 2003).  Three TQM practises
 exerted a direct effect on operating performance, and other TQM practises indirectly affected operating performance via these three practises.  Operating performance mediated a positive effect of TQM practises on financial and market performance.  These findings should be interpreted with caution because the three performance constructs are operationalised in a conceptually inconsistent manner, all data was self-reported, collected at a single point in time, and the same data was used for both exploratory and confirmatory factor analysis.  Concerns aside, Kaynak (2003) carefully explains her methodology and structural modelling of the relationship between TQM practises and performance measures appreciates the multi-dimensionality of these constructs.

In another study, TQM exerted little or no observable effect on increasing productivity over the short time it was in place (Kleiner et al., 2002).  It is in fact reduced labour productivity and increased labour costs, although a positive effect did start to be observed during its second year but TQM was then abandoned.  Movement from TQM to an authoritarian mode of management displayed positive productivity effects in the short run.  It is reasonable to expect that a time lag of some duration is required for a change in management practises to exert an impact, however this study offers initial insights that management under pressure for results are perhaps unable to commit to the achievement of long-term results if the short-term costs are too great.

Business Process Reengineering

Rotab Khan (2000) devised BPR for air cargo handling and inferred from calculations that cycle times would be shortened, work efficiencies would be improved, and costs reduced.  The author states, ‘BPR has proved to be a modern innovative useful management technique to achieve dramatic improvement in operational efficiencies for quality services of an airline’s cargo handling process,’ (Rotab Khan, 2000, p.108) which is surprising considering the proposals had not been implemented at the time of publication.  An interesting question would be to ask why; either the company concerned is not convinced of the potential gains, or it is unable to implement the recommendations for some reason.  All in all there appears to be a rational basis for the ability of BPR to increase the productivity of air cargo handling, however in terms of implementation both potential financial and human
 costs plus the choice of implementation method have been ignored
.    

Non-Specific Operational Management Practises

One study presented empirical findings to indicate that effective flow management
 can improve construction labour performance (Thomas et al., 2003).  The importance of labour resource was highlighted: considering the total of all inefficient work hours caused by ineffective flow management, an enormous 58% were attributable to ineffective labour flow.  These findings strongly suggest that improving flow management can improve construction labour productivity; however this was not tested in situ.

Maes and colleagues (2005) conducted a cross-sectional study of small construction companies in Belgium.  Empirical evidence demonstrated significant bivariate correlations between certain management practises and financial performance, whereas there were no direct relationships between owner-manager characteristics and financial performance.  Significant correlations are all small (r < 0.2) except for the modest correlation between avoidance of cash credits and financial performance (r = 0.44) which may actually be a reflection of conceptual overlap.  Consequently the overall picture painted is unclear, and the authors conclude that management practises likely mediate the link between owner-manager and company characteristics with firm performance.  Although there are some useful directions for future research, much of the paper’s insights come from unintended findings and therefore should be treated with caution.

Human Resource Management Practises

Only one study investigated productivity differences between countries (Ichniowski & Shaw, 1999).  Comparing the productivity of Japanese and US production line workers, empirical evidence indicated that US manufacturers who had adopted a full system of innovative HRM practises patterned after the successful Japanese system achieved levels of productivity and quality equal to the Japanese manufacturers’ performance.  This suggests that the Japanese plants’ average 5% higher productivity cannot be attributed to cultural differences; instead this is related to the utilisation of more effective HRM practises.  Methodologically this longitudinal study is generally sound although there was a sample size differential: out of 41 production lines 36 were based in the USA and just 5 in Japan.  Interestingly, the approach adopted meant that any time lag for a management practise to impact upon productivity was ignored.  For example, if a practise was adopted at the very outset of the study this would have been immediately recorded as present and productivity assessed at the same point in time.  The authors note that firms did not change management practises during the course of the study apart from some more traditional US lines which switched to the Japanese communication, high training and teamwork system.  Estimating the coefficients of a fixed effects model, Ichniowski and Shaw (1999) presented initial evidence from this subset to suggest that a firm changing its HRM system to involve more innovative practises will improve productivity.

Paul and Anantharaman (2003) conducted a study with Indian software companies to develop and test a causal model linking HRM with organisational performance through an intervening process.  Empirical evidence demonstrated no direct causal relationship between the HRM practises in question and organisational financial performance, although some HRM practises were directly related to operational performance parameters.  Instead, it was found that every single HRM practise measured indirectly influenced the organisation’s operational and financial performance.    The indirect effect is very important, because few studies employ a research design where intervening variables are measured.  These results need to be interpreted in light of the following caveats: even though three years’ worth of performance data was collected this was compiled on one occasion, therefore the research design is cross-sectional; the sample size was too small to apply all of the desired statistical analyses (i.e. maximum likelihood model); and the performance measures were reported subjectively.  Considering the strengths of this study, different sources of information were used to reduce systematic error: on average approximately six employees per company completed questionnaires, and the financial information was obtained from a separate individual.  The findings are thought-provoking and infer that simply focussing on a direct linkage between HRM and performance may not reveal the operational mechanism through which an effect is exerted.

A cross-sectional, empirical study of 52 Japanese multinational corporation subsidiaries in the USA and Russia demonstrated that employee skills, attitudes and behaviours play a mediating role between HR systems and firm outcomes (Park et al., 2003).  Results suggest that synergistic ‘bundles’ or systems of HR practises positively influence the performance of the types of Japanese subsidiaries concerned.  This can be explained in one of two ways: either HRM practises exert an influence regardless of firm location, or Japanese organisations always implement very similar ‘best practises’.  The cross-sectional research design of this study is limiting, as is the use of single respondents
, and dependence upon perceptual measures.

Michie and Sheehan (2005) analysed original data from a mixed sample of 362 manufacturing and service sector companies.  The empirical findings demonstrate positive relationships between HR policies and practises and objective financial performance mediated by business strategy type
.  Additionally, the use of external flexible labour was associated with lower HR effectiveness.  These findings offer support for a contingency approach, whereby different HR practises are effective in different organisational contexts.  The implications are very pragmatic, and although this survey is only cross-sectional it could be inferred that there is a two-way causational relationship between the HR policies and practises and financial performance.

High Performance Human Resource Practises

A firm-level cross-sectional study of 82 multi-industry firms in Hong Kong presented empirical evidence indicating that HPHRP are not an important influence on company performance (Chan et al., 2004).  The authors concluded that the relationship between HRM practises and firm performance may be more complex than originally considered.  An exceptional methodological advantage of this study is that any common method variance problems are avoided: each company had two independent, knowledgeable respondents to allow derivation of the performance information from a separate source.  Considering the particular sample used, companies in Hong Kong tend to focus on short-term results, and HR practises are not as well-established as in other more developed countries.  This rationalises the recurring negative moderating effect of the employee motivation and communication dimension of HPHRP demonstrated in this study.  Indeed, this offers an explanation why this Hong Kong study would have been unable to determine an effect.  However, this study did present significant, positive correlations instead between four out of five organisational culture traits
 and organisational performance. 

High Involvement Management
Bryson and colleagues (2005) investigated WERS98 data
 for the private sector only to test hypotheses regarding work organisation, trade union representation, and workplace performance.  Findings demonstrated a positive effect of HIM practises on labour productivity; however this effect was barely documentable within non-unionised workplaces.  Descriptive evidence suggests this effect is attributable to concessionary wage bargaining on the part of unions.  Within the union sector, key differences between the characteristics of HIM and more traditional methods of management were identified, suggesting that if a more traditional firm attempted to implement more HIM practises this may not be congruent with the broader organisational context.  All in all these research findings raise concerns about the universal applicability of HIM as a method of improving workplace performance.  However, this study is only cross-sectional in nature, and any inferences about implementing improvements in productivity can only be considered speculative.  Organisations are categorised into groups depending on the number of defined practises adopted, however this presumes every organisational requires the same quantity of practises, neglecting the context-specificity of HRM. 

High Involvement Work Systems
A study within the health service presented empirical evidence from a cross-sectional survey of 112,360 employees.  High involvement work systems (HIWS) correlated with lower patient services costs, and therefore improved financial performance (Scotti et al., 2003).  Part of the statistical relationship between HIWS and a reduction in costs was mediated by employee satisfaction.  In turn, satisfaction was related to a reduced intention to leave, and fewer instances of other costly organisational outcomes.  These results tentatively infer that increasing the use of HIWS reduces organisational costs, although we cannot firmly conclude this from another cross-sectional study.

In a correlational study of 52 manufacturing organisations, effective employee involvement practises were directly associated with employee satisfaction, quality improvement and productivity enhancement (Pun et al., 2001).  It is impossible to separate out the causational influences of these variables upon one another; it is apparent there may be some over-arching factor at play such as application of modern management practises, although this is also speculative.

Training

A longitudinal Australian study of 3,867 organisations empirically demonstrated that the amount of training an organisation provides its employees is an important precursor for firms that intend to step up their productivity (Savery & Luks, 2004).  Organisations that had decided to increase production were more likely to be involved in training whilst firms who have decided to reduce their production level tend to reduce their levels of training.  However, this paper provides very limited information on the measures used.  There is also a large question mark over the path of causation; although productivity data was collected over a four-year period, training data was only collected for the final year.  Therefore it would be more sensible to conclude reverse causality: that an organisation’s level of productivity is more likely to determine its future levels of training.

Employee Satisfaction

A correlational study of 15 branches of a supermarket chain revealed a negative relationship between employee satisfaction
 and measures of productivity, efficiency and profitability (Silvestro, 2002).  These results suggest the relationship between employee satisfaction and business performance is contingent upon service context, in particular store size.  It appears the relationship follows that of an inverted U-curve, and beyond a specific level of productivity employee satisfaction drops off.  The authors state that pressure to maximise store efficiency can cause dysfunctional managerial behaviours, which in turn may create a stressful and unpleasant working environment which reduces employee satisfaction and facilitates staff turnover.  It is not possible to infer causational relationships from these results, but this possible interpretation is thought-provoking.  The authors concluded by identifying the contingent variables they hypothesized to be most pertinent to distinguishing service contexts in which employee satisfaction may drive profitability, specifically: high employee contact with customers; little scope for technical substitution; staff contact critical to the customer value proposition; and high labour costs.  

Empirical research in the Australian service sector has demonstrated a significant positive association between employee morale and job satisfaction and variance in productivity indices (Geralis & Terziovski, 2003).  A strong direct relationship was also observed between employee job satisfaction and employee morale and with customer loyalty.  These correlational findings are all fair and well but do not tell us much more than when things are good, they are good, and vice versa.

Industrial Relations

It is important to remember that management do not have unilateral control of their employees, especially in organisations where a trade union is recognised by the statute as a negotiating party  Research has indicated that studies which omit the role of trade unions may overstate the role of management (Kleiner et al., 2002).  Strikes, slowdowns and union leaders negatively influenced the productivity of the plant in question by large percentages and large absolute dollar amounts.  However, major industrial relations events did not have a long-term impact upon plant productivity, and the plant had returned to pre-event levels of production within 1 to 4 months after the events.  

6. What conclusions can we draw? 

The prevalence of correlational studies indicates that many researchers are at an early, exploratory stage of trying to understand the mechanics behind how management practises may influence productivity.  This type of research design does not facilitate the inference of causality, and is extremely limited in the way it can convey the complexities of relationships between people and processes.  Cross-sectional research designs test simultaneous effects, i.e. two-way causal relationship between two variables.  A fair number of studies are also limited by small sample size, reducing external validity.

Some studies have adopted longitudinal designs with varying success.  Indeed, it is more reasonable to conclude that there needs to be some kind of time lag between initial implementation
, employee consultation, or union negotiation and the management practises demonstrating some kind of impact on organisational outcomes.  It is important to mention here the potential reverse causality of management practises (Savery & Luks, 2004).  

The majority of research reviewed has relied upon data collected from single respondents, opening the gates to common method variance.  Undoubtedly there is an inherent trade-off between reducing common method variance associated with single respondents and ensuring a large enough sample size with a sufficient response rate.  However, it is not good science to measure dependent and independent variables using the same subjective source without statistically testing for bias.

Many studies have also relied entirely upon perceptual measures that may incorporate measurement error.  However, Wall and colleagues (2004) empirically demonstrated that perceptual measures of company performance are no less valid or reliable than objective measures.  Indeed, there is an argument against using company accounts: accounting conventions and other sources of error may pervade this assumed objective data.  It is possible that purely financial performance measures fail to account for the broader organisational picture, therefore the inclusion of non-financial performance criteria such as customer satisfaction, productivity, and quality may provide more amenable outcomes.  To the contrary, if the bottom line contribution of management practises cannot be demonstrated then their implementation remains highly questionable.  A small number of key studies have demonstrated promising linkages between management practises and financial performance (Michie & Sheehan, 2005; Paul & Anantharaman, 2003).

Management practises are multi-dimensional constructs that generally do not demonstrate a straight-forward relationship with productivity variables.  Empirical evidence suggests that effective management practises need to be context specific, as productivity indices need to reflect a particular organisation’s activities.  Consequently it is tricky to ascertain whether the finding of a relationship, or no relationship, is a fair conclusion.  Some researchers have risen to the challenge and adopted more sophisticated methods of operationalisation and analysis that offer greater scope for unravelling the complex interrelated and mediationary relationships at play.  For example, one study uncovered a curvilinear relationship between management practises and performance (Maes et al., 2005), indicating that beyond a certain amount or intensity management practises actually diminish performance. 

There is a fair amount of support for a contingency approach; however it is unclear what the common factors to consider are, if indeed they exist.  Applying context-specific measures creates variability between research findings and renders them directly incomparable.  For example, it is apparent there are contrasting definitions of lean production techniques, and these difficulties in achieving consensus makes it likely that each firm follows a ‘unique lean production trajectory’ (Lewis, 2000, p. 975).  Whereas on the other hand, TQM practises tend to involve a similar set of practises within whichever organisation they are implemented within.

Taken as a whole, the research findings are equivocal.  Some studies have found a positive relationship between management practises and productivity, some negative and some no association whatsoever.  It is apparent that applying terminology such as ‘high performance work systems’ is very presumptuous, and more attention needs to be paid to contextualised working practises and the mechanisms through which these practises may impact upon organisational performance.

By – Aston
Can management practices explain the UK productivity gap? 

A review of the evidence from the adoption of operational (JIT/TQM, ICT) and HR management practices.

Abstract

This paper aims to investigate the role played by management practices in closing the UK productivity gap.  This is done by reviewing a number of articles that have looked at the impact of management practices on firms productivity and firms performance in general. The management practices investigated can be classified as Operational Management Practices, i.e. Just-in-Time, Total Quality Management and Information and Communication Technology, and Human Resources practices.  Special emphasis is put on the quality of such papers, how management practices have been measured and how their impact on firms’ productivity/performance has been estimated.  The paper suggests interesting avenues for future research and some channels through which the existent gap may be related to such practices.

1. Introduction
A large strand of research has focussed on the productivity gap that exists between the UK and its major international competitors, including Germany, France and especially the US (O’Mahony and De Boer 2002).  Researchers have shown that the gap persists across several service sectors, and that some of the major contributors to the gap between the UK and the US arise from three main sectors, namely wholesale and retail, financial intermediation, and hotels and restaurants (Griffith et al. 2003).

Although it is acknowledged that there are problems in making such comparisons, most obviously concerning how productivity is measured and how cleanly the various sectors can be delineated and compared (Reynolds et al. 2005, Griffith et al. 2005), it is clear that a productivity gap of some substantial size exists between various service sectors in the UK in comparison with those in the US.

On the other hand, a great deal of research has attempted to understand the sources of productivity differences (McKinsey 1998, Management Services 1999, ESRC Seminar Series 2004).  Is it the result of larger markets and organizations in the US, and the economies of scale that thereby become available?  Is it the result of regulatory regimes, e.g., in the ease with which companies can increase and reduce labour costs?  Is it the result of different cultures regarding innovation and entrepreneurship?  Is it a function of differential commitment to, and spend on, research and development?  Or perhaps there exist different patterns of economic clusters of activity?  Or alternatively, is the nature of the relationships between Universities and the private sector important?  There are many competing explanations and a great deal of work has been undertaken at this relatively macro level of analysis (Porter and Ketels 2003).

However, increasing interest is now being paid to differences at the firm level, i.e., at a micro-level of analysis.  Many studies underline that differences at firm level may be a function of how companies are managed. Indeed, there is evidence showing that foreign-owned companies operating in the UK out-perform UK-owned companies operating under the same circumstances (McKinsey 2005).  In reviewing the state of the UK competitiveness, Porter and Ketels (2003) suggest that one explanation concerns the use and the effectiveness of modern management practices.  Indeed, according to several studies (Huselid 1995, Ichniowski et al. 1996, Leseure et al. 2004, Edwards et al. 2004) the use of these practices leads to a more efficient organisation or to multi-factor productivity, as it happened in the US during the 1990s (Black and Lynch 2004).  These practices can be roughly divided into two categories: Operational Practices – such as Information and Communication Technology, Total Quality Management, Business Process Reengineering, Supply-Chain Partnering and Just-in-Time – and Human Resources Management Practices (HRMP) – such as Empowerment, Incentive pay-schemes, Team-based working and Learning culture including Skill development.

The aim of this survey paper is twofold.  On the one hand, we present a review of the literature on the UK productivity gap - from a macroeconomic perspective - and the literature on the impact of management practices on firms’ productivity or performance – which is mainly based on microeconomic and corporate analysis.  We focus attention on the following operational management practices: Just-in-Time (JIT), Total Quality Management (TQM) and Information and Communication Technology (ICT) and human resources management practices.  This is done in order to analyse both how these management practices have been measured across the literature and how the impact of these practices on firms’ productivity/performance has been estimated.  On the other hand, we suggest some channels through which the existent gap may be to some extent related to such practices.

The paper is organised as follows.  In Section 2 we present the literature on the UK productivity gap. In Section 3 we review the literature on JIT/TQM and human resource management practices and Productivity/Performance; in Section 4 the literature on Information and Communication Technology and productivity/performance.  Section 5 reviews methodology, level of analysis and measurements of management practices and productivity/performance used by the extant literature. Section 6 concludes suggesting some new research lines.

2. The UK Productivity Gap

Economists define productivity as the amount of output produced for inputs used.  The most commonly used measure of productivity is “labour productivity” measured as output per worker or per hour worked.  Not only it is the easiest measure of productivity (capital and other inputs are much more difficult to define) but also it is the most highly correlated with improvements in standards of living.  For economists, labour productivity is the key indicator of a country’s economic health and, over the long run, real income growth and hence standards of living must follow the labour productivity growth (Krugman 1994, Porter and Ketels 2003).  Countries experience marked differences in the development of their productive capacities and in improvement of their standards of living and dispute still exists concerning the explanations of the cross-country differences in productivity and in per capital growth rates (Barro and Sala-i-Martin 2003).
In the mid-nineteenth century, the United Kingdom recorded the highest economic output per capital of any nation in the world, and its material standards of living were without equal. Ever since, it has gradually lost ground to rank bottom of the league of G7 countries, with the United States as leader (McKinsey 1998).  The labour productivity gap however, fell during the early 1990s, when the UK experienced relatively faster growth in business sector labour productivity than the US.  Since then it has increased again as productivity growth slowed in the UK and accelerated in the US. Evidence shows that, the US productivity growth went from 1.2 percent a year between 1977 and 1995 to 2.2 percent a year between 1995 and 2001 (Griffith et al. 2003).

The studies of O’Mahony and de Boer (2002) and O’Mahony and van Ark (2003) give support to the persistent gap in the UK’s labour productivity performance compared not only with the US but also with France and Germany.  The results of their analysis show that output per hour worked in the UK is almost 40 percent below that in the United States, and this gap has widened since 1995. Also, the output per hour worked in the UK’s market economy is around 20 percent below that of France and Germany.  According to Porter and Ketels (2003), over the period 1995-2001, within the range of European countries, the UK registers productivity levels comparable to Sweden, Italy, Finland and Spain.

It is known that, when the technique of “growth accounting” is applied, the UK productivity gap versus other economies can be further decomposed into the effects of three components: capital intensity (or capital per worker), labour skills (or human capital) and total factor productivity (or component of productivity that cannot be explained by the quality or quantity of factor inputs).

Such detailed analysis of productivity reveals that the UK lags behind Germany and France mainly with respect to capital intensity and, to a lesser degree, to labour force skills.  Moreover, the UK lags the US mainly in total factor productivity (TFP hereafter) and, to a lesser degree, on capital intensity. In terms of TFP, the United States appear the global benchmark, leading Germany and France by around 10 percent and the United Kingdom by 26 percent (O’Mahony and DeBoer 2002, Porter and Ketels 2003).

From a macroeconomic perspective many studies have tried to understand the sources of the different evolution of TFP growth in the 1990s especially for the UK and US, two economies that, unlike many other European countries, share a similar institutional framework of labour and product markets.
  However, common to these studies from an aggregate economy wide perspective little has changed in Britain’s position relative to the US, France and Germany in the past decade. Even controlling for other factors, significant deficits remain in terms of labour productivity, capital intensity and labour skills with Britain continuing to lag behind its international competitors (see Broadberry and O’Mahony 2004 among others).  

Nevertheless, that is an aggregate picture that does not show the relative levels of labour productivity of the different sectors.  It seems crucial (Broadberry and O’Mahony 2004), indeed, to pay attention to the different sectors of the economy.  An aggregate economy perspective of the gap may hide considerable differences at the industry level and, hence, is not a good starting point to target policy effectively.  This is one of the reasons why many studies have attempted to understand which sectors have contributed more to the productivity gap between the UK and its major international competitors.

McKinsey (1998) underlines that in 1995 the UK, despite recording a higher total factor productivity (TFP) than the US, in terms of labour productivity it shows a significant gap the food retail sector with respect to France and the United States.  Research conducted by O’Mahony and DeBoer (2002) reports that the US and French productivity advantages over the UK are largely driven by three sectors: the distributive trades (wholesale and retail), manufacturing and financial and business services.  Also, the Germany’s productivity advantage is driven by a lead in manufacturing and financial and business services with little contribution from the distributive trades.

Further research, conducted by Griffith et al (2003), examines how the contribution of different sectors to the productivity gap has changed over time. In particular, this study shows that, whilst the productivity gap between the UK and US has remained stable at over 40 percent in the 1990s, its sectoral composition has changed considerably.  More specifically, during 1990 and 2001, the UK productivity gap in “network industries”, “business services” and “manufacturing” – excluding machinery and equipment – fell.  At the same time, the gap in “hotels and restaurants”, “wholesale and retail”, “financial intermediation” and “machinery and equipment” widened.  Moreover, by 2001, the latter three sectors were responsible for more than half of the UK-US productivity gap. This was, on the one hand, due to the fact that in all these three sectors productivity growth accelerated in the US in the second half of the 1990s and, on the other hand, due to the fact that in the UK employment shifted not only into “business services”, a sector in which the UK closed its productivity gap with the US, but also into “hotels and restaurants” and “wholesale and retail”, sectors with a widening productivity gap.

These results raised a number of issues (Griffith et al. 2003, Broadberry and O’Mahony 2004). The most important were the need to understand the UK productivity problem at the sectoral level, rather than at the aggregate economy level.  Whether this gap could be, to some extent, attributed to measurement errors in productivity and what were the main factors driving the UK productivity gap with other countries.

It is known that in explaining a country’s productivity – and hence the productivity differentials across countries - defining and accurately measuring productivity represents the essential step of the analysis.  Statistical Agencies and academics typically use, as measure of productivity, labour productivity – the amount of output per worker or per hour worked - according to the idea that long run growth depends on increases in employment rather than on intensity of work (HM Treasury 2004; Reynolds et al. 2005, Porter and Ketels 2003).  However, a strand of research has shown a number of concerns about the measurement of productivity.

From a macroeconomic perspective, some studies have shown that the productivity measure may be biased if output or inputs are not accurately measured under waves of IT investments.  For example, Basu et al. (2003) shows that when new technologies take place the need of organizational changes arises – organizational change that may be modelled as the accumulation of intangible complementary capital.  This means that the firm is producing a stream of intangible output that constitutes gross investment in complementary capital.  The problem is that some of this output is not typically measured in the national accounts, and contemporaneously investment in IT may be associated with lower TFP as resources are diverted to re-organizational changes and learning.

Also, Violante (2003), that analysed the missing productivity growth in the United Kingdom (or the exceedingly high productivity growth in the United States), has taken into account measurement problems in the TFP growth. T he idea was that periods of strong investment in IT are times where mostly output is unmeasured, so the true TFP growth may be underestimated, whereas periods where the economy has large stocks of IT and complementary capital are times where inputs may be grossly undermeasured, and the true TFP growth is overestimated.

Moreover, from a microeconomic perspective, output is often measured by sales or value added per worker, or per hour worked, deflated by a price index; in other words, researchers and statisticians sample a large number of items and see how prices change over time.

Therefore, what is crucial in the measurement of productivity – and in comparing it across sectors - is the price, because this provides a measure of the value or information about the quality of goods sold.  With this regard, the extant research has raised two main concerns: the first is whether prices are reliable indicators of the market value of goods, and the second is whether all goods may be priced.

Regarding the first concern, recent studies (Griffith et al. 2005, Griffith and Harmgart 2005) argue that, in not competitive markets, prices are usually overstated – they reflect not only the value of output or input but also the market power.  If this happens in the output market, they lead to an overstatement of productivity, and if it happens in the inputs markets they lead to an understatement of productivity.  In this perspective, comparisons of productivity across sectors or countries may be biased.

Secondly, measuring and comparing productivity may be problematic because in some sectors goods have no prices.  That is, although sampling a large number of items and seeing how prices change over time may be relatively easy to do for manufacturing, it seems that problems arise in defining the value of output in the services sector as in this sector many items - such as health - have no prices (ESRC Seminar Series 2004; Reynolds et al. 2005).  Another problem arises from the fact that, since those items are measured in inputs, comparing productivity across sectors may be problematic if the measurement of labour inputs is inadequate or different between sectors (Reynolds et al. 2005, Pilat 2005).

Nevertheless, although there is concern about how productivity is measured and how cleanly the various sectors can be delineated and compared (Reynolds et al. 2005, Griffith et al. 2005, Pilat 2005) a productivity gap of some substantial size exists between various service sectors in the UK in comparison with those in the US. Reynolds et al. (2005), indeed, shows that even by taking into account measurement issues, UK retailing sector exhibits a very low labour productivity and this contributes relatively heavily to the gap between the UK and its major international competitors. Similarly, Griffith and Harmgart (2005), by estimating the productivity in the retail sectors across UK, US, France and Germany, over the period 1980-2001, finds that on average productivity in the retail sector in UK is low and it has grown slowly over recent years when compared to the US.

Given the evidence of a long-standing productivity gap between the UK economy and the other big OECD economies, a recent strand of research has identified a wide range of factors potentially responsible of the UK productivity disadvantage with the other countries (McKinsey 1998, Management Services 1999, Porter and Ketels 2003, ESRC Seminar Series 2004 among others). These factors have been identified in the lack of competition, the low degree of capital investment, the lack of innovation, the low level of skills, the excessive regulation that has prevented many sectors to achieve the necessary organisational changes to enhance productivity and the lack of exposure to managerial best practices.

In particular, a growing body of research (Griffith et al. 2003, Crafts and Mills 2003, Card and Freeman 2004) has focussed on the role of competition in driving productivity.  The underlying idea is that competition affects productivity both because the entry of new firms raises the efficiency and innovative efforts of incumbent firms and because replacing low productive plants with high productive entrants raises the aggregate productivity.  Whilst these studies explain that productivity growth should be higher in sectors facing greater product market competition, they identify in the historic weakness of competitive sectors - as the Hotels and Telecom industries in 1996 - of the UK economy one of the main factors which may contribute to explain the productivity gap with the US, where companies by and large face more competition than the UK companies, and hence more pressure on managers to perform.  Indeed, sheltered from competition, companies can make profits and satisfy their investors without achieving high rates of productivity, so they may have no incentive to strive for productivity improvements (McKinsey 1998).

Other studies argue that one of the drivers of the UK productivity gap may be the lower level of investment in physical capital per worker in the UK relatively to France, Germany and the US. Many explanations have been offered for this, including problems with macroeconomic instability, financing constraints, uncertainty or “myopic managerial” behaviour (ESRC Seminar Series 2004).

Also, it seems that much of the productivity differential between the UK and US arises from differences in the adoption and diffusion of IT investments, over the period 1980-2000. Explanations for this rely, on the one hand, on the evidence that IT adoption happened earlier in the US, than in the UK, because of large stocks of appropriate skilled labour (Oulton 2001); on the other hand, on the evident UK lack of competition and too much regulation which has prevented firms from adopting the “management best practice” which delivers higher returns to IT use (Van Reenen 2002). Indeed, Nickell and Van Reenen (2002) show that, even taking into account the lower level of capital intensity in Britain relatively to the US, over the period 1970-2001, a significant gap remains between Britain and the US; this gap reflects not just a weakness in high tech areas but an inability to absorb best-practice techniques and methods in the market sectors.

Moreover, since investment in R&D is essential for adopting new technologies and raising productivity, some other studies have identified in the low levels of investment in research and development a cause of the low level of innovation and hence a source for the slow UK productivity growth (Nickell and Van Reenen 2002).  For example, Nadiri and Prucha (1997), study the impact of the rate of capital accumulation in physical and R&D capital and the rate of technological change on the output growth rate and the productivity gap among of the six major OECD economies, over the period 1965-1988, showing that the UK has the lowest growth rate of output relatively to the US, Germany, France and Italy, and also the lowest growth rate of R&D investment.  Similarly, O’Mahony (2002), in an attempt to explain the Anglo-German labour productivity differences in manufacturing, shows that the low level of R&D expenditure has significantly contributed to the low labour productivity in Britain in 1987.

A strand of research has focussed on skills as one of the likely contributors to the UK productivity gap. O’Mahony (1998), by using a Cobb-Douglas production function and an OLS estimator, estimates the impact of different levels of skills on the labour productivity of a sample of German and British manufacturing firms in 1987.  The main result of this study is that the workforce skills have a greater impact on the labour productivity with respect to the other productivity factors.  Moreover, the cross-country evidence (Broadberry and O’Mahony 2004) shows that the skills gap is significant when comparing UK productivity with French and Germany productivity but it is less significant when comparison is made with the US productivity, even if the UK is behind the US in terms of graduate skills.  However, whilst McKinsey (1998) underlines that, in comparison with France and United States, UK lower-skilled workers tend to depress the labour productivity overall, more recent studies (Haskel et al. 2004) suggest that the overall level of skills cannot explain the productivity gap with the US.

Another branch of studies, also, has argued that a driver of the poor productivity performance might be the excess of regulation.  These studies underline that whereas US product markets are less regulated their UK equivalents teem with regulations that prevent companies adopting global best practices and improving their productivity.  Indeed, excessive regulations have in the UK prevented the development of a productive Hotel industry; have limited the natural evolution of food retailing formats toward global best practices and have constrained the productivity of the fixed Telecommunications network (McKinsey 1998).

The productivity of a country is a function of the productivity achieved by the multitude of firms.  A healthy economy is an economy with a healthy system of firms and vice versa.  This is one of the reasons why research is shifting more and more from a macro-level analysis of productivity towards a firm-level analysis.  One of the major contributions of these recent studies is that differences at firm level may be a function of how companies are managed (McKinsey 2005) and how effectively they use modern management practices that, according to these studies (Huselid 1995, Ichnioswski et al. 1996, Nohria et al. 2003, Leseure et al. 2004 among others) are what really drive a more efficient organisation and a superior business performance (Black and Lynch 2004).

According to this research, managerial practices can dictate how companies choose to compete and how energetically they strive to improve their performance in the presence or absence of fierce competition.  An interesting study (Management Science 2003) shows that, internationally, insufficient management planning and control, together with inadequate supervision, account for 67 percent of the shortfall in UK productivity compared with the optimum.  Kevin Parry, chairman of Proudfoot, says: “Company proudly proclaim that people are their most important asset but then consistently they fail to use that resources effectively.  Our field of studies shows that too many managers lack the skills necessary to deliver a culture of high productivity in their organizations. They simply do not spend enough time dealing with the barriers that prevent people from working most effectively”.

Evidence (Edwards et al. 2004) shows that, whilst during the 1990s UK business lagged behind other European countries in the adoption of management practices, more recently their adoption has increased.  As much of the literature underlines, a crucial role in the successful implementation of these practices is played by skills of workers and, hence, by the firm ability to learn, to adapt to the change by dealing hence with factors that may inhibit the adoption of these practices (as for example, poor knowledge and human resources management, lack of investments, lack of customers or external relationships).

Across these studies, exploring the link between management practices and productivity, the on going debate seems resting on two main issues.  First, which is the best practice in terms of its effects on firm’s performance or productivity and, second, whether it is better using a management practice in isolation or a cluster of management practices, given that often management practices are found to be complements at industry level (Griliches 1994 among others), establishment levels (Black and Lynch 2001) or at firm level (Brynjolfsson and Hitt 2000, Bresnahan et al. 2002).

Edwards et al. (2004) argues that, since there are several management practices and several organization forms, the best practice for a given firm will be the practice - or a cluster of practices - that at any time is the best for the firm in terms of benefits obtained from it.  This means that a promising practice (or a cluster of promising practices) is (are) specific to the firm and its environment – as for example, the market the firm operates in, the specificity of its product, the level of skills of workers.

Academic research and the financial press do not miss the opportunity to remind, every day, how bad management may be a key factor behind the Britain’s productivity gap (Seager 2006) and that, whilst government and institutions might encourage, via incentives and financial awards, the successful adoption of best practices, managers need to consider how best to develop and encourage more specialised skills and learning which are necessary for a successful implementation of the new practices and hence for raising productivity (see Edwards et al. 2004).  In other words, managers should maximize the firms’ value by managing the short-term performance with the long-term health (Dobbs 2006), as the ability to implement management practices which enable them to sustain performance over time.

Research should never forget, therefore, that a company’s success rests on the quality of its management system as a whole (Dorgan, Dowdy and Rippin 2006), and that often it is the successful implementation of management practices – essentially based on personnel practices and relations between workers and managers - that explains partly the high levels of economic growth, as happened in Japan during 1960s-1970s (see Naylor 2000).

3. Management practices and Productivity/Performance

Studies that investigate the link between management practices and productivity can be classified into four groups: i. studies showing the effects of an individual operational management practice in isolation on productivity/performance; ii. studies showing the effect of joint adoption of management practices on productivity/performance; iii. studies showing the effect of the adoption of clusters of HRMP on productivity/performance; iv. studies pointing to an inverse causality relationship between management practices and productivity/performance.

In the following we will focus on these categories and we will show how the extent of the effect of management practices on productivity changes when organizations switch from the use of individual management practices in isolation to the joint adoption of management practices.  In fact, while it seems that there is consensus on a positive effect of individual management practices in isolation or the adoption of clusters of HRMP on productivity, there is no consensus on a positive effect of joint adoption of HRMP and/or operational management practices on productivity.  Also, we will underline that a likely inverse causality relationship between performance and management practices, as found by some recent studies, might suggest the presence of a problem of endogeneity between these two variables, hence calling into question all the empirical results of the extant literature.

3.1. JIT/TQM individual Adoption and Productivity/Performance 

Within the literature analysing the impact of the adoption of individual management practice on productivity, some studies rather than directly focusing on the impact of the practice on productivity, analyse the beneficial effect of adoption in term of costs reduction.  This implicitly assumes, but does not prove, that firms adopting the management practice are on new more efficient production functions.  Some papers, for example, have developed mathematical models to find the positive impact of the optimum Just-in-Time on the firm’s expected total cost by challenging the view that inventories are of no value and should be totally eliminated (Salameh and Gatthas 2001).

From an empirical perspective, studies have quantified the beneficial effect of the individual management practice on a firm’s costs or productivity by using several methods. In particular, by means of parametric estimation methods, many studies have analysed either the impact of one management practice upon cost function (by estimating for firms classified as management practice users and not users a CES-TL cost model) or they have simply estimated the relationship between management practices and proxies for productivity/profitability.  For example, Brox and Fader (1996, 1997) explore the cost function differences between samples of JIT and non-JIT user firms by estimating – via OLS - a generalized CES-translog cost model.  The empirical findings support the view that JIT management practices enhance productivity and cost efficiency. JIT practices are defined in this context as JIT/TQM practices, namely: Kanban, Integrated product design, Integrated supplier network, Plan to reduce set-up time, Quality circles, Focused factory, Preventive maintenance programs, Line balancing, Education about JIT, Level schedules, Stable cycle rates, Market-paced final assembly, Group technology, Program to improve quality (product), Program to improve quality (process), Fast inventory transportation system, Flexibility of worker's skills. Moreover, whilst productivity is measured as labour productivity (output/labour), profitability or performance is measured as profit to investment.

One drawback of this analysis is that it does not effectively estimate the impact of the single management practice on productivity/performance, but it simply analyses and compares financial characteristics of JIT and non-JIT firms. 

Similarly, Brox and Fader (2002), classify firms as non–JIT or JIT users not only according to a self-declaration but also according to the management strategies designated by the survey to capture the extent of JIT use.  Then, they estimate for each sub sample of firms a CES-TL cost model, by the method of Full Information Maximum Likelihood.  Also, they provide a statistical analysis of any cost/productivity differences that exist between groups of manufacturing firms that have adopted the JIT and those that have not.  The main finding of this analysis is that firms following the set of JIT management strategies are more profitable than non-JIT firms in the same industry: there are indeed significant gross profit differences between JIT and non-JIT users.  Moreover, the cost elasticity with respect to output is lower for the JIT group of firms indicating that they are better able to capture economies of capacity utilization.

Unlike previous works, there are studies that provide a more sophisticated analysis of the impact of the management practice on productivity. Callen, Fader and Krinsky (2000), for example, by measuring profitability (rather than productivity) as profit margin (operating profits divided by sales revenues) and contribution margin ratio (contribution margin divided by sales revenues), in order to investigate whether JIT is associated with greater plant productivity, improved quality of process and product, lower costs and higher profits, runs an OLS regression analysis on manufacturing plants data.  Even in this case, results show that JIT plants are significantly more profitable than non-JIT plants.  Similar results are found by Lawrence and Hottenstein (1995) that, by using proxies of performance (quality, lead time, productivity and customer’s services) and proxies of JIT management practices (the extent of employees participation, suppliers participation and management commitment) estimate by means of an OLS the relationship between JIT practices and performance for a sample of Mexican plants affiliated with US companies.

By the means of simple statistical analysis of correlation, Dorgan, Dowdy and Rippin (2006) find a positive correlation between improvements in the quality of management practices and improvements in total factor productivity (TFP) and performance for a sample of 700 midsize manufacturing companies across France, Germany, UK and US.  Management practices are, here, measured as lean production methods, techniques for setting targets and JIT production: managers are asked to rank on a scale of 1 to 5 improvements in the quality of management practices; whilst, performance is measured by a wide set of financial variables – such as market share, sales growth, market capitalization and ROCE (proxy for the Tobin’s Q) – and productivity as TFP. The latter is an efficiency measure that captures the impact of all the elements that contribute to a company’s output growth, but are not explicitly stated as production factors.  It is, in other words, a grab bag for the unexplored elements – such as technology, public infrastructures or management practices – that affect productivity.  This casts doubts on the reliability of results coming from the extant literature that typically uses to estimate the impact of management practices on TFP. In fact, as TFP includes the effects of management practices, we should expect those estimates be biased for endogeneity.

A strand of research has even studied the impact of an individual management practice on productivity by using a Stochastic Frontier Methodology.  This method assumes that, for a given technology, it is possible to relate inputs to output through a production function, and that this function has two error terms: a symmetric random error accounting for unobservable effects and a non-symmetric random error term accounting for productive inefficiency.  Given the Translog Production specification with two inputs (L and K), the frontier equation for the firm is estimated with a two step procedure: in the first step the stochastic frontier is estimated to obtain technical inefficiency estimates; in the second step these estimates are regressed on determinants of inefficiency. 

Given that a firm is said to be technically inefficient if it is not able to reach maximum output given its available resources of technology, Kaynak and Pagan (2003) capture JIT related sources of technical inefficiency by formulating a stochastic frontier model where the parameters of a translog production function are estimated simultaneously with the technical efficiency effects.  More specifically, it is estimated the impact of 4 JIT characteristics on the way in which firms combine resources to produce a given level of output.  The testable hypotheses are: a) the higher the cooperation of suppliers in JIT implementation the higher the productive technical efficiency achieved by firms, b) the higher quality materials suppliers provide to firms the higher the productive technical efficiency achieved by firms, c) the more transportation activities of firms are aligned with JIT implementation the higher the productive technical efficiency achieved by firms, d) the higher the commitment of top-management to making JIT a priority for the whole organization the higher the productive technical efficiency achieved by firms. 

The empirical results suggest that characteristics internal to the organization, such as top management commitment to implementing JIT, are related to higher productive efficiency.  External characteristics, such as supplier value-added, or transportation issues, do not appear to be associated with increasing productive efficiency.  Also, by means of a statistical analysis, it is found that the degree of implementation of JIT is significantly related to each performance factor: financial and market performance, time-based quality performance, and inventory management performance.

A recent contribution to the literature is given by Callen, Morel and Fader (2005).  It analyses the interaction among performance outcomes, investment in JIT practices, and productivity measurement at the plant level.  On the one hand, it estimates a stochastic frontier production function (as function of labour, capital, fuel, and JIT technological index) and provides an analysis of correlation between efficiency scores and plant profitability (profitability is measured by EBIT/value of production at retail prices).  On the other hand, it estimates regression models (by means of OLS and 2SLS estimators) explaining efficiency and profitability as function of the JIT concentration index and the total number of productivity measures.  Measures of productivity are TFP, LP, ROI, Quality of output, Inventory (as total number of productivity measures associated with inventory control), whilst performance outcomes are measured by efficiency and profitability.

The main findings of this study are that productivity measurement mediates the relationship between performance outcomes and intensity of JIT practices.  Specifically, both JIT and non-JIT plants that use a broader range of productivity measures are more efficient and profitable than other plants.  Also, plants that employ industry-driven productivity measures are more profitable and efficient than plants that employ idiosyncratic productivity measures, especially if the former are more JIT-intensive than the latter. Furthermore, plants that employ quality productivity measures are less efficient and less profitable than those that do not, especially if they use more intensive JIT practices.  This study also finds that, despite the fact that plant profitability and efficiency are highly correlated, JIT-intensive plants are more profitable but less efficient than plants that are not JIT-intensive, after controlling for productivity measures, plant size, and buffer stock.  This result suggests that despite wasting resources, JIT-intensive plants are still able to generate relatively higher profits than plants that are not JIT-intensive.

On overall, it seems that that there is consensus in the literature about a positive impact of the individual management practice in isolation on productivity.

3.2. Joint Adoption and Productivity/Performance

One of the striking factors of the literature review is that the most commonly used approach to the analysis of the relationship between operational management practices and productivity/performance has been to examine the impact of an individual management practice in isolation on productivity.  However, recent theoretical and empirical research suggests that this approach may be misleading since firms often adopt clusters of management practices rather than individual practices in isolation (see Ichniowski et al. 1995, Huselid 1995, Patterson et al. 2004 among others).  This is because the presence of complementarities among innovations is such that when an innovation is adopted in isolation it might not necessarily yield positive gains.  However, when innovations are jointly adopted they can significantly improve productivity, increase quality and often result in better firm performances than more traditional systems (see for example Ichniowski et al. 1997, Whittington et al. 1999, Ruigrok et al. 1999 for applications to human resource management practices or Stoneman 2004 and Battisti et al 2005 for theoretical models).  In other words, the benefits from joint adoption of clusters of complementary innovations can be higher than the sum of the individual effects. 

Sale and Imman (2003) describe the use of a comprehensive set of criteria to examine empirically changes in business unit performance, over 3 years, as reported by firms adopting JIT – Just-in-Time - and TOC – Theory of Constraints.  They compared the performance and the change in performance of companies adopting TOC, those adopting the JIT, those adopting both, and those reporting to have adopted neither (traditional manufacturing).  The methodology used is a Variance analysis to test for performance differences across firms using JIT, those using traditional manufacturing, those using TOC, and those using JIT/TOC.  The performance measure reflects 13 potential performance criteria weighted by managers’ importance score, namely: sales level, sales, growth rate, market share, operating profits, profits to sales ratio, cash flow from operations, return on investment, new product development, market development, R&D activities, cost reduction programs, personnel development, political public affairs.  Results indicate that the greatest performance and improvement in performance accrued to adopters of TOC.  JIT did not have superior performance or superior change in performance when compared with traditional manufacturing.  Change in performance for firms, using JIT and TOC, is negative, though not to a significant degree (except when compared with TOC).

Patterson, West and Wall (2004) analyse the impact of a cluster of management practices upon performance by taking into account the possible complementarities between operational and human resource management practices.
  Thus, by distinguishing between Integrated Manufacturing  (operational) Practices such as AMT, TQM, JIT inventory control – and Empowerment (human resource management) Practices such as Job enrichment and Skill enhancement – this study analyses three key assumptions:

a) Whether operational practices affect human resource management practices.

b) Whether operational practices and human resource management practices enhance the company performance.

c) Whether there is interaction between operational and human resource management practices.

In particular, by using a Multiple Regression Analysis, they estimate:

a) The impact of manufacturing practices on empowerment practices.

b) The impact of integrated manufacturing and empowerment practices on subsequent profits and productivity.

c) The impact of integrated manufacturing and empowerment practices only on subsequent productivity.

Common to many studies, the analysis does not use a robust measure of management practices. Criteria of measurement used are essentially qualitative and subjective.  Typically, managers are asked to assess, on a certain scale, the extent of use of those practices.  This is a major problem as subjective measures are not comparable across firms or even within firms over time.  Nevertheless, the measure of productivity/profitability seems to be more robust.  Two indices of performance are used: labour productivity (value of net sales per employee) and profits (net financial value of sales deflated by the producer price index).

The empirical results seem to challenge the common view that management practices may affect firm performance/productivity.  They show that, not only there is no relationship between integrated manufacturing and empowerment practices, but also there is no impact of management practices – as integrated manufacturing practices – upon firm performance.  These findings raise important questions, as for example: is this result due to the subjectivity of the measurement used?  Is this because most companies in their sample have adopted just only a subset of management practices? Or, is it related to the presence of financial constraints, given that most of companies are relatively small?  Certainly, whatever will be the correct explanation, it rests the fact that this result questions the findings of the most part of literature and casts doubts on the ability of management practices to positively affect the firm performance.

Black and Lynch (1996) by using a Cobb-Douglas production function and an OLS estimator, estimate, with cross-sectional data, the impact of a cluster of management practices – Human capital and TQM – on productivity. Results of this analysis partially support the finding of some studies that management practices have not impact on productivity.  Indeed, even if TQM is found not to have impact on productivity, human capital management practices affect the productivity of the manufacturing establishment under scrutiny.  One of the explanations for these results is that estimated parameters may be not significant because the estimation method does not control for the timing of the introduction of the management practices.  In fact, if the firm has only just introduced the management practices, we should expect to see a delay in their impact on productivity, just as the introduction of new physical capital.  Another explanation is that crude measures of the incidence of TQM on productivity do not capture how these programs have actually been implemented.  Perhaps, what it is most important is not the introduction of TQM, but rather how it is introduced, when it is introduced and how it has been implemented (this issue has been examined by for example Ichniowski et al. 2003, Leseure et al 2004, etc).

3.3. Human resource management practices: clusters of practices and Productivity/Performance 

A strand of literature argues that investment in HRMP can raise and sustain high level of performance, and close the UK productivity gap as the way in which firms manage its human resources is centrally important.  Porter (1985), for example, argues that firms with superior human resources utilization are likely to experience superior performance.  Human Resources management practices (HRMP hereafter) can represent for a firm a significant source of competitive advantage because they allow firms to locate and develop employees who are more effective than those of competitors
.

Despite the important link between human resources and firm level performance outcomes, empirical studies that link the two areas are sparse (Strategic HR Review, 2004).  Also, the research strategy used by these limited number of studies is to regress a general performance index (for example, value added or sales per employee, or Tobin’s Q) on a set of variables capturing the extent of adoption of HRMP.  However, it is worth noticing that one of the findings is that even if HRMPs seem to raise performance, the statistical significance is weak. 

For example, partial evidence of a positive impact of HRMP on performance is found by Cappelli and Neumark (2001).  Indeed, they provide evidence on the fact that work practices transferring power to employees, often described as “high performance” practices, to some extent, may lead to greater productivity, however, since they raise labour costs per employee, that is, the employee compensation, it is unclear whether such practices are beneficial to the firm.

One milestone paper on this area is Huselid (1995) that analyses the impact of HRM practices on corporate performance by even taking into account the possible complementarities among those practices.  The underlying idea is, in fact, that since the behaviour of employee has implications for the performance of the organization, then HRM investments can affect the employee’s performance and in turn productivity and firm’s financial performance.  In this paper, the impact of HRM practices on corporate performance is estimated by using a cross section regression analysis and an OLS estimator for a sample of 3452 US publicly firms.  Whilst HRM practices are measured as “high performance work practices” – that is, as employee’s skills and organizational structure practices or employee’s motivation practices – productivity is measured as firm’s sales and it is taken distinctly from profitability that is measured with a wide range of financial variables – net cash flow, Tobin’s Q, GRATE (gross return on capital).  Empirical results support the view that management practices can enhance productivity and corporate financial performance.

Similarly, empirical evidence about the impact of HRMP on productivity is offered by Ichniowski, Shaw and Prennushi (1997).  In particular, in this study, first, a bivariate analysis of correlation is implemented to show that firms adopt a cluster of management practices. Second, a panel regression analysis is used both to estimate the impact of the different clusters of management practices on productivity, and to estimate the impact of a single HRMP on productivity. HRMP are measured as incentive pay schemes, recruiting, teamwork, employee’s security, flexible job assignment, skills training, and communication and labour relation practices.  Productivity is instead measured as production-line uptime.  The empirical results show that manufacturing lines using a set of HRMP have a higher level of productivity than lines using a single HRM practice.

Another of the milestone papers on the complementarities among management practices and their impact upon performance is Ichniowski, Shaw and Crandall (1995).  First, this study builds a distribution of Human Resources Management practices (HRMP hereafter) in order to show that some practices are adopted only in presence of some others (cluster). In particular, HRMP are grouped, with different methodologies, to build 4 clusters and a Logit analysis is implemented to estimate the determinants of the probability of choosing different HRMP clusters.  Secondly, it uses a regression analysis to estimate the impact of these clusters on productivity. HRMP are measured, here, as incentive pay schemes, recruiting practices, work teams practices, employment security, flexible job assignment, skills and labour-management communications practices.  Whereas, productivity is measured as “uptime of the line”, that is the percentage of the time that the line of production is scheduled to operate.  The main finding of this study is that manufacturing firms adopt clusters of work practices and some clusters have a significant productivity advantage with respect to others.  The econometric analysis of this paper is quite robust being based on panel data rather than on cross-sectional data.

Another study showing how HRM practices matter for productivity is that of Koch and MacGrath (1996).  In this study, indeed, by using a cross-section regression analysis, and an OLS estimator, the impact of a set of HRM practices on the productivity of the companies’ business-units is estimated.  Whilst productivity is measured as labour productivity – precisely as sales per employee – HRM practices are measured as HR planning, investment in hiring and investments in employee’s development.  Results of this analysis show that investments in HR planning and in hiring practices are positively associated with labour productivity.  Also, firms that systematically train and develop their workers are more likely to enjoy the rewards of a more productive workforce than those that do not.

The most recent paper on management practices and firm performance is by Bloom and Van Reenen (2006).  This is a particularly attractive study as it provides evidence not only about a positive relationship between better management practices and higher firm performance, but also about a certain observed variation of management practices across German, French, UK and the US firms which reveal US firms to be better managed than European firms.  Also, it finds a large variation of management practices even across firms within the country, especially for the UK.

The reasons posited for these results are also interesting.  First, the particular kind of firms’ ownership structure and, second, the extent of product market competition of European firms with respect to US firms.  In particular, by using a large panel of European and US manufacturing firms, over the period 1992-2004, and robust estimation techniques – OLS, IV, WG and GMM estimators – it analyses the impact of a set of management practices on firm’s performance.  Firm performance and management practices seem to be robustly measured.  Indeed, firm performance is measured with a wide range of financial variables – firm’s sales, ROCE (returns on capital employed), Tobin’s Q, sales growth rate and firm’s survival rate – whereas management practices are measured as sets of operating, monitoring, target and incentive practices.  Results suggest that management practices are strongly associated with superior corporate performance in terms of productivity (or sales), profitability, Tobin’s Q and survival rate.  It is pointed out that this may be due to the fact that EU firms show lower levels of competition and higher levels of “primo geniture” than US firms. European firms who select the CEO based on “primo geniture” seem to have poor management practices and performance, as those firms that, not being too much competitive in their product market, are not under the pressure to learn superior management practices.

One important implication of this study is that, as there may be several reasons why management practices are more successful - in terms of their effect on firm performance - under some circumstances rather than in others, research should try to take into account all those circumstances, when the impact of management practices on performance is analysed and compared across firms and countries.  This may be done by including in the analysis variables (as corporate governance characteristics: ownership, mangers characteristics, board composition, etc.) that might have a not insignificant effect on the decision to implement management practices and the efficacy of this in itself.

Overall, although the existence of a certain discrepancy in the literature in the definition and measurement both of management practices (Nohria et al. 2003) and firm’s performance (Atkinson et al. 1997), except for few studies, the main finding still holds: management practices affect firm (or industry) performance.  However, this literature seems to be subject to a certain number of drawbacks.  Very rarely the researchers use: a. longitudinal data; b. investigate sectors different from manufacturing, and c. use levels different from firm or industry level.

3.5. Inverse Causality Relationship between Management Practices and Productivity/Performance

Some recent studies have investigated the causal relationship between management practices and productivity. Particularly interesting is the paper of Nickell, Daphne and Patterson (2001) not only because it uses a panel data (rather than cross-sectional data) of both firms and plants, but also because it reports evidence about an inverse causal relationship between firm performance and introduction of a cluster of management practices.  In particular, from a theoretical ground it develops a dynamic model in which the firm chooses employment, total hours (hours spent on production and hours spent to improve the organization, product quality etc.) and their allocation in order to maximize profit subject to the evolution of a productivity factor which is function of the hours per week spent by workers.  From an empirical view point it investigates not only the relationship between management innovations/practices and changes in the real situation of the firm (performance) by using a DPD estimator, but also whether past changes in performance of plants explain the adoption of future management innovations, by using both the OLS, Probit and Ordered probit estimator.

Management practices or innovations are defined here not as technological innovations but as improvements in the way things are done and they are measured in a number of spheres such as: reductions in restrictive practices by employees, introduction of new technologies, changes in the organizational structure, increases in decentralization, adoption of new human resources management practices, changes in the industrial relations and initiation of new JIT practices. Performance is measured by the real profit per employee that, to some extent, captures both prices and productivity changes.

Results of the analysis show that, consistently with the predictions of the theoretical model, a worsening of the firm performance – due to a reduction in productivity or price of output - will lead to the introduction of management innovations both for firms and plants, and that firms with higher debt burden (under financial pressure) are less likely to introduce management innovations.

Two reasons are given for the fact that it is when times are bad and business slack that firms introduce new management practices, reorganize production methods and so on.  First, when demand is slack and profitability is low, both managers and workers have more time to devote to organizational issues.  Second, bad times mean a higher probability of bankruptcy and an increased threat to jobs.  Almost inevitably, the response of both managers and employees will be to try and lower this threat by reducing the chances of the firm going bankrupt.  One way of doing this is to set about improving productivity.  However, it is worth noticing that this study does not take into account that, in presence of imperfect capital markets, if the firm is under financial pressure, the ability of firm to reorganize or introduce new technologies may be reduced.  Also, the evidence about the fact that, on the one hand, management practices affect performance and on the other hand firm performance may affect management practices might suggest that empirical results of the extant literature be misleading because likely biased for not controlled endogeneity.

4. Information and Communication Technology and firm Performance: individual and joint adoption 

Economists have long speculated on why there are differences in the productivity performance between firms.  Although a strand of economic research has tried to overcome the problem by looking for better measures of inputs, a consistent part of the literature has tried to see how much of the residual can be accounted for by explicit measures of technology as Research and Development of Information Technologies or Computerization.  Even if a substantial unexplained productivity differential still remains, IT is certainly a part of the story.

Information technology (IT) usage has permeated virtually every sector of modern economies, and for decades the world IT sector experienced significant growth.  The swift development of Information and Communication Technology (ICT), as well as the declining prices for its use, have considerable enhanced the diffusion of ICT during the recent years.

Consequently, the impact of ICT on productivity has become the main topic of discussion in economics and management sciences.  Although the research on that impact usually starts with the assumption that “computers enhance productivity”, the related empirical evidence is mixed.  As some studies at industry-level have failed to detect a positive contribution of ICT on productivity, other studies, using firm-level data, have found empirical evidence for a positive productivity effect or no productivity effect of ICT.

From a firm level perspective, the paper of Swamidass and Winch (2002) provides evidence about a positive but different impact of manufacturing technology innovations (ICT) on productivity (sales per employee) between the US and UK manufacturing plants, over the period 1997-1998. Descriptive statistical analysis is performed to compare the extent of use of technologies between the UK and the US plants.  Evidence from this study shows that, the investment in ICT has been similar between the UK and US even if the higher levels of computerization for the US manufacturing plants appear associated to higher levels of productivity and returns on investments (ROI) with respect to the UK plants.

Another study supporting the evidence of a positive impact of IT on firm productivity is Lehr and Lichtenberg (1999).  By using a large sample of US firms, over all sectors and over the period 1977-1993, and a Within Group estimator, it estimates the impact of IT on firms’ productivity growth rate (proxied by sales growth rate), when IT is measured as the share of computer capital in the total capital stock.  Empirical results show that computerization positively affect the productivity growth rate of firms.

By contrast, the paper of Licht and Moch (1999) provides evidence of no effects of IT on productivity.  By using a large sample of German manufacturing and services establishments, over 1996, and a Cobb-Douglas production function, it estimates, by means of an OLS estimator, the impact of IT on labour productivity.  Results show that, although a large number of firms claim to have realized productivity gains over the period, IT investment does not show effects on the labour productivity.

Mixed evidence about the sign of the impact of IT on productivity is also reported at industry-level.

Some studies (Wolf 1999) show that computerization – defined as office, computing and accounting equipment for employee - has a negative impact on total factor productivity of the service sector.  This result seems to support the common view that in the services sector computers make things to work only a little more efficiently or the view that quality aspects of technical change are hard to assess in this sector.

Gera et al. (1999) that estimates the impact of IT investments on labour productivity growth of Canadian and US manufacturing and services industries, over the period 1971-93, finds that IT investments positively affect the productivity growth and IT investments is much more important than non IT investments in affecting labour productivity growth both for Canadian and US sectors.

In an attempt to investigate whether the slowdown UK productivity growth, both as TFP and labour productivity, in the second half of 1990s, could be due to the low level of investments in ICT, Basu et al. (2003) estimates, by means of an OLS estimator, the impact of ICT – as the average share-weighted computer and software capital growth rate – on the TFP growth rate – as the average TFP growth rate over the period 1995-2000.  The picture emerging from the empirical results is that in the late 1990s the TFP growth was strongly and positively associated with the growth of ICT capital services.

Similarly, O’Mahony and Van Ark (2005) reports evidence about a positive impact of the adoption and diffusion of ICT on productivity growth in the UK retail trade sector, in comparison with US, Germany and France over the period 1995-2000.

In particular, the impact of investment in ICT on labour productivity growth is estimated by using the “Growth Accounting Methodology”, which is a method to decompose output growth into contributions of various factor inputs, weighted by their shares in the value of output.
  This method, hence, allows measuring the labour productivity growth and the contributions to it given by capital (as ICT and non-ICT capital), quality of labour and TFP.

Often optimistic European policy makers claim that boosting IT spending may contribute significantly in closing the UK productivity gap with the US, while a strand of academic research argues that a crucial role is played by good management practices which may mediate the impact of IT on productivity.  In fact, whilst a strand of literature that has examined the influence of the IT on firm’s performance argues that the adoption of a IT-based process innovation by itself leads to productivity gains.  More recent studies argue that a IT-based process of innovation by itself does not lead to productivity gains if it is not accompanied by associated innovations in the production organization sphere, new customer and supplier relationships and new product design (see for example Bresnahan et al. 2002 or Battisti et al. 2005).  In order to give a support for the presence of complementarities Caroli and Van Reenen (2001) show that plants that have introduced computer based equipment are more likely to be involved in organisational changes with positive effects on productivity.  Battisti et al. (2005) by using a panel data set of Italian plants, find that there exist complementarities between ICT related innovations and work practice innovations.  However, they could not determine the direction of the adoption sequence.  They also find that due to complementarities joint adoption increases the benefits from joint adoption over and above those derived from individual adoption. Bresnahan et al. (2002) find that skilled labour is complementary with a cluster of three distinct changes at the firm level: information technology, new work organization and new products and services.

Other studies have focused not only on the existence of complementarities between HRM practices and ICT but also on their impact on productivity or performance.
  For instance, Ramirez et al (2001) analyses both the impact of three management practices – employee involvement work practices, TQM and Reengineering – on the added value of output, and the impact of these three management practices on the productivity of IT investments. In particular, by using a sample of UK manufacturing and services firms in 1996 and a Cobb-Douglas production function as a function of IT, capital, labour, management practices and an interaction term of management practices with IT, it estimates – by means of an OLS estimator – both the direct impact of management practices on output, and the indirect impact of those practices through IT (that is the IT productivity contribution).  An interesting result emerging from the estimated parameters is that the implementation of management practices positively impacts the productivity of IT investments. Also, this impact results higher for manufacturing firms, rather than for services firms, which invest more in management practices than services firms.

Another study that takes into account the crucial role of management practices for IT investments and its impact on productivity is Dorgan and Dowdy (2006).  This study supports the view that IT expenditures have little impact on productivity, unless they are accompanied by first-rate management practices.  In particular, Dorgan and Dowdy (2006) describe and compare financial characteristics of 100 manufacturing firms across France, Germany, UK and US over the period 1994-2002, and rate these firms on a scale of 0 to 5 according to their degree of use of three management practices – lean manufacturing, performance management and talent management. According to the results of their statistical analysis they conclude that management practices may have a positive impact on firm performance, since they observe that a one-point improvement in the scale is correlated with 5 percentage point increases in the company ROCE – as proxy for firm performance – and it is correlated with 25 percent increases in the company’s total factor productivity (TFP).  Also, the impact of IT investment appears modest and companies with more powerful IT did not perform better financially.  However, management practices, they argue, can increase the impact of IT investment on productivity.  In fact, companies with increased computing power and improved management practices achieve 20 percent higher productivity.

Although it seems reasonable that ICT has an indirect effect on labour productivity by enabling firm’s reorganization of workplaces, researchers only recently became more concerned with the joint effects of workplace organization and ICT on labour productivity (Black and Lynch 2001, Bertschek and Kaiser 2004, among others).

The strand of literature that analyses the relationship between investment in ICT, workplace reorganization and labour productivity takes the view that ICT and workplace reorganization positively affect labour productivity.  For example, Black and Lynch (2001), using a sample of 600 US manufacturing firms, provide empirical support to this view. In particular, they examine the impact of workplace practices, information technology and human capital investments on productivity.  They estimate a Cobb-Douglas production function with both cross section and panel data covering the period of 1987-1993, using both Within Group and GMM estimators.  Results of their analysis show that it is not whether an employer adopts a particular work practice but rather how that work practice is actually implemented within the establishment that is associated with higher productivity.  Moreover, plant productivity is higher in businesses with more-educated workers or greater computer usage by non-managerial employees (see Leseure et al 2004).

Furthermore, there is across these studies some evidence about a potential reverse causality between labour productivity and workplace reorganization.  Labour productivity can itself affect workplace reorganization, However Bertschek and Kaiser (2004) seem to overcome this critique.

Bertschek and Kaiser (2004) analyse the relationship between investment in information and communication technologies (ICT), non-ICT investment, labour productivity, and workplace reorganization.  This study presents two main merits.  First, it takes the potential simultaneity between labour productivity and firms’ decisions to reorganize workplaces into account by estimating an endogenous switching regression model for a sample of 411 firms from the German business-related services sector.  Second, it allows for complementarities between the input factors and workplace reorganization.

In particular, by assuming that firms reorganize the workplace if the productivity gains arising from workplace reorganization exceed the related reorganization costs, a model is developed and estimated for labour productivity and the firms’ decision to reorganize workplaces that allows workplace reorganization to affect any parameter of the labour productivity equation.

The estimation results show that changes in human resource practices do not significantly affect firms’ output elasticities with respect to ICT, non-ICT capital, and labour.  However, the point estimates with respect to non-ICT investment and labour tend to be larger if workplace reorganization takes place.  Therefore, a Kernel density-estimation technique is applied to show that for firms with organizational change, the entire labour productivity distribution shifts significantly out to the right if workplace reorganization takes place, indicating that workplace reorganization leads to an increase in labour productivity that is attributable to complementarities between the various inputs factors and workplace reorganization.  By contrast, firms without organizational change would not have realized significant productivity gains if they had reorganized workplaces.

In some, concerns about an “information technology productivity paradox” were raised in the late 1980s.  The productivity paradox of IT was that, despite enormous improvements in the underlying technology, the benefits of IT spending have not been found in aggregate output statistics.  One explanation was that IT spending may lead to increases in product quality or variety which tend to be overlooked in aggregate output statistics, even if they increase sales at the firm level.  Nowadays, the understanding of the relationship between information technology and economic performance has improved.  Overall, firm level studies have suggested that, rather than being paradoxically unproductive, IT when combined with new practices has had an impact on economic growth (see Brynjolfsson et al. 2000, 2001).

5. Empirical framework, level of analysis and measurement methods

The impact of management practices on productivity has been estimated by a variety of statistical and econometric methods.

Regarding the impact of JIT/TQM on productivity/performance, some papers have estimated the beneficial effect of management practices in terms of costs reduction by using a CES-TL cost model and a Full Information Maximum Likelihood estimator (Brox and Fader 2002) or an OLS estimator (Brox and Fader 1996, 1997, Callen et al 2000).  Other strands of studies have either estimated the impact of those management practices on proxies of performance by using an OLS estimator (Lawrence and Hottenstein 1995, Huselid 1995, Black and Lynch 1996, Koch et al. 1996, Caroli and Van Reenen 2001) or they have estimated the technical efficiency of a firm by means of a Stochastic frontier methodology (Kaynak and Pagan 2003, Callen et al.2005).  Other studies simply assume that management practices increase productivity and performance but they do not rigorously prove it.  They tend to focus on cost/productivity differences that exist between groups of adopters versus non-adopters exposing their results to problems of unobserved heterogeneity or lack of control of lurking factors – (see for example, Dorgan et al. 2006, Sale et al. 2003).  That is not for example, the case of Patterson et al. (2004) that estimate the impact of a cluster of management practices on performance by more robust means of multiple regression analysis.  The impact of a cluster of management practices on productivity has also been estimated by using Logit and Probit estimators (Ichniowski et al. 1995), bivariate analyses of correlation (Ichniowski et al. 1997), or even more robust empirical frameworks such as IV, WG (Within Groups) and GMM estimators of panel data models (Bloom and Van Reenen 2006).  Robust techniques have been used also in the estimation of an inverse causality relationship between management practices and productivity. This relationship is estimated by using both OLS, Probit, and a DPD (Dynamic Panel Data Model) estimator (Nickell et al. 2001).

Regarding the impact of IT or ICT on productivity, the empirical methodologies used have been various, as for example, descriptive statistical analysis of the characteristics of different groups of adopting firms (Swamidass and Winch 2002, Dorgan and Dowdy 2006), Within Groups or GMM estimators (Lehr and Lichtenberg 1999, Black and Lynch 2001), OLS estimator (Lich and Moch 1999, Wolf 1999, Gera et al. 1999, Ramirez 2001, Basu et al. 2003) and even more robust non-parametric estimators (Bertschek et al. 2004).

Nevertheless, one of the major shortcomings of the studies in this area is the lack of sufficiently long longitudinal data at firm (or plant) level.  This has, indeed, severely constrained the possibility to test in a robust way the presence of complementarities between two innovations; the direction of their adoption sequence and the lagged impact of the adoption decision upon firm performance.

Several studies use cross-sectional analysis.  However, the latter may be biased because of  endogeneity problems, i.e. the presence of unobserved firm characteristics that are time invariant. Also, estimated coefficients may be affected by measurement errors.  Conversely, using a panel data may provide several advantages.  First, with longitudinal data, it is possible to address the problem of “unobserved heterogeneity” using a Within Estimator to control for time-invariant unobserved characteristics.  Second, longitudinal data on inputs may allow us to examine the lag structure such as how the accumulation of management practices over time, within a firm, affects the current productivity.  Third, with longitudinal data by using a Generalized-Method-of Moments it is possible to address some of the issues associated to the measurement errors.

With respect to the level of analysis, the vast majority of papers investigates the link between management practices – as JIT/TQM, HRMPs and ICT - and productivity at firm-level or industry-level, whilst only few papers have focused their analysis at plant-level (Lawrence et al. 1995, Callen et al. 2000, Callen et al. 2005, Swamidass et al. 2002, Back and Lynch 2001) or establishment-level (Black and Lynch 1996, Ichniowski et al. 1997, Sale et al. 2003, Caroli et al. 2001).

A further shortcoming of the current literature is that there is no unique definition of management practices.  Even when a single management practice has to be defined, more than one definition is used for.  For example, JIT/TQM practices are often identified in 17 startegies, such as: Kanban, Integrated product design, Integrated supplier network, Plan to reduce setup time, Quality circles, Focused factory, Preventive maintenance programs, Line balancing, Education about JIT, Level schedules, Stable cycle rates, Market-paced final assembly, Group technology, Program to improve quality of product or process, Fast inventory transportation system, Flexibility of worker's skills. 

HRMP are often defined as incentive pay schemes, recruiting practices, work teams practices, employment security, flexible job assignment, skills and labour-management communications practices, organizational structure practices or employee’s motivation practices.

Similarly, ICT is often defined as computerization but it is measured in several ways such as: the share of computer capital in the total capital stock, or office, computing and accounting equipment for employee.

The literature investigating the link between management practices and productivity, uses a variety of measurements for performance, productivity and profitability at firm, industry or establishment level.  Productivity is often measured as labour productivity, TFP or ROI (return on investment); whilst performance is measured as firm’s sales, ROCE (returns on capital employed), Tobin’s Q, net cash flow, GRATE (gross return on capital), quality, lead-time, productivity and customer’s services, market share, sales growth. 

Also, whilst some papers use labour productivity, other use profitability as synonymous of performance measured by profit to investment, profit margin (operating profits divided by sales revenues), contribution margin ratio (contribution margin divided by sales revenues), EBIT/value of production. 

Finally, it is reasonable to think that results from these studies may be arguable to some extent. This is due to the wide range of subjective definitions and measurements both of management practices and performance or productivity, that make difficult to make comparisons and drive conclusions.

6. Conclusions

In this survey we have presented the literature on the UK productivity gap and the literature on the impact of management practices on firms’ productivity or performance.  We have focused the attention on Operational Management Practices – such as Just-in-Time, Total Quality Management and Information and Communication Technology - and on Human Resources practices.  We have observed, on the one hand, how these management practices have been measured and, on the other hand, how the impact of these practices on firms’ productivity/performance has been estimated.

We have also highlighted how productivity, performance and profitability have been measured. The results on the link between management practices and productivity show a number of interesting facts.  The first fact is that there is consensus about a positive effect of individual management practices (JIT/TQM) in isolation on productivity (or performance). However, when management practices are jointly adopted, there is no consensus on a positive effect of management practices on productivity. 

The second fact is that there is some evidence about an inverse causality relationship between management practices and productivity/performance.  This suggests that further research needs to be done in this direction. 

Third, regarding to the impact of ICT on productivity some studies at industry-level have found a significant either positive or negative contribution of ICT on productivity, while, other studies, using firm-level data, have found positive productivity effect or no productivity effect at all. 

Fourth, although the econometric methodology appears to be robust and quite sophisticated, a wide range of definitions of management practices and performance/productivity have been used this makes results not robust to comparisons over time and across studies.

Fifth, most of the studies are carried out at industry level.
These results have some important implications. First, we believe that the lack of universal consensus on the sign of the effect of the adoption of joint management practices might be driven either by measurement issues or by the level of analysis. In particular it might depend both on how the management practice is defined – given that there is no unique definition of the management practice – and on how we measure management practices and performance.  Often the analysis does not rely on a robust measure of management practice/s or productivity.  The criteria used often are often qualitative and subjective.  Typically, managers are asked to assess, on a certain scale, the extent of use of those practices or the change in productivity over the last year.  This is a weakness of this methodology because the main problems arising from using subjective measures is that they are not comparable across firms or even within firms over time.  Also, we suspect the lack of consensus is a biased result of the level of analysis.  The vast majority of the studies are firm level and only a few studies have investigated the link between management practices and productivity at plant or establishment level.

The second implication is that a likely inverse causality relationship between performance and management practices might support the presence of a problem of endogeneity between these two variables, hence calling into question all the empirical results of the extant literature.

The third implication concerns the need of longitudinal data that investigates the firm innovative activity in sectors different from manufacturing, and use levels different from firm or industry level.

For this and other reasons, we strongly believe that there is need for further research. In particular for a multi level approach from the lowest possible level of aggregation up to the firm level of analysis in order to assess the impact of management practices upon the productivity of UK firms.
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The Role of Management Practices in Closing the Productivity Gap

1. Introduction
Productivity is the main engine of economic growth. Finding the structural determinants of productivity is, therefore, a central issue in any development agenda. In the task of finding the determinants of productivity, several approaches had been followed. The hypotheses proposed range from the classical technology-driven productivity argument to the more modern management practices productivity-enhancing approach. 

Until very recently, productivity studies had concentrated in the manufacturing sector, where either labour or total factor productivity (TFP) can be—relatively—easily identified. With the rise in the importance of the service sector in the industrialized economies, concerns about productivity performance in this sector had increased. The measurement and explanations of productivity performance in the service sector introduces new challenges to the conventional approaches. 

The objective of this note is twofold. Firstly, we briefly summarize and discuss the lessons that can be drawn from previous studies linking productivity performance with (1) the use of information and communications technology (ICT), (2) outsourcing strategies, and (3) management practices. Secondly, we assess whether some of these factors can help explain the increasing difference in aggregate US/UK productivity during the 1990s. One should bear in mind that although most of the empirical papers revised here are manufacturing sector studies their results can contribute to the more challenging discussion of productivity in the service sector. Additionally, we review two recent studies dealing explicitly with the identification of the determinants of productivity and possible culprits for the US/UK productivity gap in the retail sector.

2. Facts 
2.1 Historical Perspective (Broadberry and Crafts)

Broadberry and Crafts (2990) assembled historical evidence which is available both on productivity levels and potential determinants of the productivity gap between the UK and the US. The paper also quantified factors likely to be important in explaining inferior British performance and looking at the movements over time in sectoral productivity ratios. The authors analysed the historical trends in labour productivity, sectoral performance, availability of resources, inputs costs, etc.  The main findings of the paper are:

· US productivity levels were already more than twice their British counterparts by the mid-1920s.

· Plants size is not explaining this difference. British plants were generally larger than those in the US in the 1930s.

· Regression shows that market size and human capital were major reasons for the American productivity lead, while physical capital per worker was unimportant.

· Obstacles to the rapid elimination of inefficient producers are likely to have played an important part in the productivity gap.

· Case studies suggest that there are important examples where cartels allowed high cost producers to remain in the industry.

· More detailed studies on the “barriers to exit” of high cost producers are fundamental.   

3. Productivity Measurement
The economic literature had used two different techniques to measure productivity. The first and more straightforward one captures the amount of output per labourer or hours of work. Defining Yi and Li as total output and labourers (or hours worked) in firm i respectively, labour productivity is simply computed as:
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The problem with this type of measure is that, as pointed out by economic theory, the marginal productivity of labour (or any other factor of production) changes with the amount of other substitutes/complementary inputs available in the firm. For example, given that capital and labour enter as complements inputs in the production function, an extra machine will increase labour productivity, everything else constant. Moreover, the labour productivity profile is a decreasing function of the number of labourers, in other words, increasing the number of workers would decrease their average productivity, ceteris paribus.

The second approach for productivity measurement tackles the problems encountered by labour productivity. As one could imagine, a natural way of dealing with the shortcoming of equation (1) is by computing a measure of productivity that takes into account all other factors of productions. Let us define production in firm i, Yi, as a Cobb-Douglas function of labour (Li), capital (Ki) and a constant capturing the level of technology or technical efficiency:
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Where ( + ( = 1 and they measure, respectively, the proportion of total inputs that are capital and labour inputs. Taking logs of (2) and adding a fixed-effects disturbance structure:
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where (I is the measure of TFP. Notice that by assumption E[ei] = 0, hence estimating the parameters in equation (3) via OLS (or any other econometric estimation procedure) we are able to get an estimated measure of TFP as a residual:
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TFP tells us the amount of productivity that is not directly attributable to one factor of production but to the combination of them. It will also be capturing all other unobservable firm-level characteristics (like managerial skills) that might affect the level of productivity. 

A key condition for an accurate measure of productivity is that both output and inputs are measured in the correct way. Although there goods produced in the manufacturing sector are not completely homogeneous, we assume certain degree of homogeneity in order to compare final outputs between firms. In the case of, say the retail service sector output, the comparability between outputs of two different firms can be misleading (Griffith and Hermgart, 2005). In retail, like in any other business in the service sector, the quality of the service varies quite a lot across firms. Quality therefore must be seen as an additional factor of production which we have to control for. However this is a concept that is quite difficult to measure.  

4. Productivity and its Determinants
Aggregate productivity (at the country level) can be affected by a number of factors like technology used in a particular country, the amount of investment, the stock of human and physical capital, the institutional environment, the management practices undertaken by its entrepreneurs, and many other things. In this section we will revise three possible linkages between productivity and its determinants, namely ICT, outsourcing and management practices. 

4.1 Information and Communications Technology (ICT)
The main discussion in this area is whether the increase in ICT investment is the reason behind the rise in US productivity during the second half of the 1990s. This hypothesis is what has been called the new economy, whereby assuming a strong spill-over effects of ICT there is a rise in aggregate productivity. 

The papers by Stiroch (2002), O’Mahony and Robinson (2003), and Vijselaar and Albers (2004) use data at the two-digit industrial level to test the econometric relationship between labour productivity/TFP and ICT. Stiroch (2002) uses the difference-in-difference estimator to account for the productivity differentials between ICT-using firms and non ICT-using firms. O’Mahony and Robinson (2003) take a more conventional approach including ICT as an extra factor of production in the TFP calculations. Vijselaar and Albers (2004) are more interested in the macro impact of ICT hence testing the relationship between the increase in ICT using and producing sectors and aggregate TFP performance. 

The conclusion in the three papers is that, although ICT has a positive correlation with TFP, there is not enough evidence supporting the new economy hypothesis. In other words, there are few spill-over effects of ICT into the rest of the economy; therefore, ICT cannot account for the observed increase in productivity in the US during the second half of the 1990s. The survey papers by Ignazio (2000) and Pilat (2004) arrive to the same conclusions. Ignazio (2000) goes further and states that high levels of human and physical capital are necessary a-priori conditions to get hold of the benefits derived from ICT investment.   

Basu et al. (2003) challenges the conventional view that ICT has no spill-over effects and therefore cannot contribute to explaining the US/UK productivity gap. The authors’ main idea is that investment in ICT has a lagged effect upon TFP. Moreover, contemporaneous investment in ICT can have a negative effect upon TFP. If this hypothesis is true, then all studies trying to identify ICT as the main source of productivity differential between the US and the UK will conclude that ICT cannot explain such gap. Taking data for the whole US economy at the 2-digit industrial level, Basu et al. find that growth in ICT between 1980 and 1990 has a positive effect upon TFP growth between the years 1995 and 2000. Growth in ICT between 1995 and 2000 is negatively correlated with growth in TFP during the same period. For the UK the evidence is not so conclusive, lagged ICT growth is not affecting present TFP growth, although present ICT growth is negatively related with TFP growth. Given that the UK investment in ICT during the 1980s was considerable lower than the ICT investment in the US, the lagged effect of ICT growth upon TFP growth can—at least partly—explain the US/UK productivity gap. 

4.2. Outsourcing
By hiring the service of factors of production from countries that enjoy a comparative advantage (say, a relative abundance of a given input), firms can decrease costs and hence increase productivity. For example if hourly wages in Mexico are lower than in the US, US firms will find it profitable to satisfy part of their labour demand with labourers in Mexico (outsourcing). 

The empirical evidence reviewed supports the idea of a positive relationship between outsourcing and productivity. Egger et al. (2001) uses manufacturing data from Austria to test the productivity impact of outsourcing to Eastern European countries. Their panel data estimation suggests that TFP in Austria increased as a consequence of Eastern European outsourcing occurring between 1990 and 1998. Using an instrumental variable econometric approach for more than 3,000 UK manufacturing firms, Girma and Gorg (2004) find that outsourcing is positively related to labour and total factor productivity. 

An excellent literature review on the measurement problems behind the relationship between outsourcing and productivity is found in Heshmati (2003). The author discusses the recent studies in this subject including evidence for the manufacturing as well as the service sector. The great bulk of evidence shows a positive relationship between outsourcing and TFP. Heshmati (2003) stresses the measurement problems faced while estimating TFP and subsequently regressing it against a measure of outsourcing. The author suggests:

1. The analysis should be performed at the micro level (firm level analysis)

2. Panel data estimation techniques ought to be used

3. Identify and estimate the impact of changes in organization and production structure on performance

4. Control for specific attributes of inputs, outputs, production techniques and other firm-level characteristics (fixed effects estimation)

4.3 Management Practices

Differences in firm-specific TFP levels (term (i in equation 3) can be due to differences in management practices. From an economist’s point of view, managers’ behaviour will always be optimum given the information available in the market; hence assuming a perfect flow of information, management practices will be deemed as state variables rather than determinants of productivity. However, in a world with imperfect and asymmetric information, the role played by managers in enhancing productivity can account for a significant proportion of between-firm TFP variation.

The first problem to be tackled in this area is that of measurement. What exactly is meant by management practices? Revising the literature we could not find a consensus on this issue. The only commonality shared by all studies is that management practices are measured in a multidimensional fashion. 

Bryson et al. (2005) define what they call high-involvement management practices (HIM) as a combination of three separate practices: (1) Task practices; (2) Individual supports; and (3) Organisational supports. The three practices are, in turn, defined in the following way:

1. Task practices: team working, functional flexibility and problem solving

2. Individual supports: team briefing, information disclosure and training in problem solving

3. Organisational support: job security guarantees, internal promotion and broadly based financial participation schemes

Bryson et al. (2005) use these definitions to analyze the impact these variables might have upon workplace performance and how this differs between unionized and non-unionized establishments. Using an ordered probit and OLS models with data from WERS for 1998, the authors conclude that HIM have a positive impact upon labour productivity only in unionized workplaces. 

In a related study, Paul and Anantharaman (2003) use data from interviews to employees in 35 different software companies located in India to try to find the causal effect of people management practices upon organizational performance. Organizational performance was defined, as the combination of the following outcomes:

1. Employee retention

2. Employee productivity

3. Product quality

4. Speed of delivery

5. Operational costs

On the other hand people management practices were defined by the following indicators:

1. Selection

2. Induction

3. Training

4. Job design

5. Work environment

6. Performance appraisal

7. Compensation

8. Career development

9. Incentives

Undertaking a rather poor statistical analysis,
 the authors find that all variables defining people management practices have a direct and “causal” effect upon all variables defining organization performance. 

Cosh et al. (2005) study the impact that management characteristics have upon productivity of innovation. The authors are interested in the innovation impact of the following managerial characteristics: managerial ownership, incentives schemes, organisational flexibility, formality in management structure, training, collaboration and industry characteristics. Innovative efficiency is measured using two different techniques: linear programming (DEA) and stochastic frontier analysis. In a second step, the measures of innovative efficiency are regressed against the variables defining managerial characteristics using a Tobit model with UK firm level data for years 1999 to 2002. The authors find that incentives schemes, formal management structure, group decision-making, training and collaboration have a positive effect upon innovation productivity.  Moreover, the results show that formal management structure and training play a more significant role in the high-tech industries. 

Waterson et al. (1999) assess the success of 12 management practices as viewed by senior managers in the UK manufacturing sector. The management practices considered were:

1. Business process re-engineering

2. Supply-chain partnering

3. Outsourcing

4. Learning culture

5. Empowerment

6. Team-based working

7. Total productive maintenance

8. Concurrent engineering

9. Integrated computer-based technology

10. Manufacturing cells

11. Just in time production

12. Total quality management (TQM)

Using descriptive statistics, the authors find that supply-chain partnering, TQM, team-based working and integrated computer-based technology are among the more successful and commonly used management practices in the UK manufacturing sector.     

The main conclusion than one can read from the cited papers is that management practices do have an effect upon productivity performance. However, the results support the idea that there are no universal productivity-enhancing management practices. Optimum management practices can vary across countries and industries. The literature review by Edwards et al. (2004) goes further and states that the success of management practices are firm-specific and these are affected by the prevailing institutional environment. It seems that the importance of management practices for understanding the US/UK productivity gap is still not well understood. This issue represents a mandatory field of study in the US/UK productivity performance research agenda. 

5. Productivity in the Retail Sector
Although the literature dealing with productivity performance in the manufacturing sector can serve as a departure point for studying productivity performance in the service sector, given the measurement problems involved, productivity in the service sector deserves its own and separate analysis. In this section we will review two recent papers studying comparative productivity performance in the US and UK retail sectors. Our discussion will be based on Reynolds et al. (2004) and Griffith and Harmgart (2005). 

5.1 Measurement 
Griffith and Harmgart’s (2005) excellent paper, stresses the fact that differences in prices of goods and services between two countries (or industries) can reflect differences in market structure rather than differences in quality of output or consumer preferences. For example, if the retail market in country A is more concentrated than in country B, then we would expect that, controlling for everything else, retail productivity (as measured in Section 3) will be higher in country A than in country B. This statement highlights the importance of computing an accurate measurement for both inputs and outputs and to understand the possible reasons behind output-inputs gaps, which is basically what productivity is all about. This is not a problem strictly related to the retail sector, this sort of difficulty can also be present in the manufacturing sector; hence productivity measurement should take into account market structure. The second point raised by Griffith and Harmgart (2005) is the importance played by the technology used in the production process. The authors suggest not only the use of TFP as the productivity measure but they also advocate a deeper insight into the difference in technologies used given the various market conditions (e.g. competitive and investment environment) and firms characteristics (e.g. size, location, etc.) 

Reynolds et al. (2004) study is motivated by the US/UK productivity gap in the retail sector. The authors start by asking if there is, indeed, enough evidence showing productivity differentials between US and UK retailers. After revising the available literature on the subject the authors conclude that based upon existing studies, one can conclude that there are enormous measurement problems rather than enough evidence suggesting the existence of a US/UK productivity gap. The authors identify three sources of measurement problems: (1) the difficulty of measuring output accurately in the retail sector (high service/quality component); (2) high level of part time workers in the UK which are assumed to work half time; and (3) most of the existing studies are based on labour productivity rather than TFP measures. 

Given the measurement problems involved in existing studies, the authors proposed two alternatives. The first one consists on what they called retailers approach to measuring productivity which is based on interviews with retail managers to find out what they consider to be important whilst measuring productivity. Out of a sample of 200 UK retailers the authors identify 7 areas which almost all retailers identified as a productivity measurement

1. Sales

2. Product range

3. Service levels

4. Availability

5. Customer satisfaction (price-value-service-convenience components)

6. Employee contribution (often measured in terms of labour turnover)

7. Operating and financial performance

Furthermore, the authors identify 21 key performance indicators (KPI) used by many UK retailers (which importance varied by sub-sector and firm size). The KPI can be broadly summarized in the areas of labour, space and capital (Reynolds et al. 2004):

Labour KPIs

1. Labour cost budgets (weekly/monthly) for each store

2. Overall labour costs (including as percentage of sales)

3. Sales/profit per employee

4. Sales/profit per hour worked

5. Gross margin return on labour (GMOL)

6. Units sold per hour worked

7. Till through put (Items per hour going through the checkout till)

8. Efficiency ratio (the ratio of hours required to run the store efficiently according to the model, to the actual hours used)

9. Staff turnover

10. Various customer satisfaction measures
Space KPIs

1. Sales/profit density (sometimes in units per square foot)

2. Stock availability (closely relates to and determines space productivity)

3. Ratio of selling vs. non-selling space

4. Linear density (in an experimental stage for many)

5. Trading intensity, or balance of customer traffic, and physical limitations of stores
Capital KPIs

1. ROCE and its variations

2. Economic profit or EVA

3. Payback period

4. DCF-based (Discounted Cash Flow) metrics

5. Cost of maintaining the capital base (store base)

6. Depreciation as percentage of sales

Based on their interview results, and using data from publicly quoted companies from the UK, US and France to form a measure of multi-factor productivity
, the authors find that there is evidence suggesting that labour productivity in the UK is lower than in the US. 
5.2 Possible Explanations 
Both the studies by Griffith and Harmgart (2005) and Reynolds et al. identify property development regulation and to a lesser extent labour regulation as one of the possible culprits behind the US/UK productivity gap. According to the two papers, UK retail firms face stricter development regulations than US ones. This impedes them to take full advantage of scales and localization strategies. The scale effect is, indeed, a second possible source of productivity differential. The big US retail firms are much larger than the UK big retailers; if there are economies of scales in this market, this could partly explain the productivity differences. Reynolds et al. (2004) suggest a third possibility. The UK retail sector tends to invest in in-house IT systems, whereas in the US the IT systems tend to have a higher externality effect, i.e. US retailers invest in technologies that can be applied to other retailers. 

Both studies say little—if anything—about the relationship between management practices and productivity. However the study by Reynolds et al. (2004) concludes by acknowledging the need for understanding the impact that management practices, in particular human resource strategies, upon retail productivity. 

“We consistently find that better-run stores are the ones that generate better margins and better customer satisfaction.” (UK retailer quoted in Reynolds et al. 2004)

6. Concluding Remarks

Important lessons for the US/UK productivity gap debate have been learnt from the literature review. The first and most important one being the measurement problems associated with productivity analysis. It is quite hard (though not impossible) to get meaningful measures of productivity which are comparable across industries and countries. We believe that the use of TFP measures (or at least a measure of multi-factor productivity) is mandatory to investigate productivity in the retail sector. 

Given the measurement difficulties outlined, a less ambitious but more plausible research agenda should concentrate in the determinants of productivity growth rather than the levels of it. From econometric theory we know the difficulty associated with the robustness of the point-estimate of a parameter (for instant to assert that labour productivity in the UK in year 2000 is equal to £1000); such a difficulty is not faced while trying to find robustness on the sign of a parameter (e.g. labour productivity in the UK increased between year 2000 and 2001). Moreover, by focusing on changes in productivity rather than trying to explain it in levels, we are controlling for all time-invariant unobservable measurement problems. 

Regarding the determinants of productivity, we can say that there is enough evidence to expect that lagged ICT and outsourcing will have an effect upon productivity performance. Therefore any study trying to find the determinants of productivity, regardless of the sector, should consider these factors as possible candidates or at least as controls. Management practices also have an effect upon productivity although our view is that the field have had less development in this area, hence the absence of a sound structural model linking management practices with productivity. The lack of structure and the measurement problems associated with management practices should be, by no means, discouraging, on the contrary the challenges faced in this area made its research a promising one.            
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Modelling the Impact of Management Practices on Retail Store Productivity
1   Introduction
When investigating the behaviour of complex systems the choice of an appropriate modelling technique is very important.  Different approaches will suit different purposes and answer different questions.
We are interested in understanding and predicting the impact of different management practices on retail store productivity.  Currently, we focus on a particular department store with the aim of modelling individual sales departments.  In the future we consider expanding our horizon and model different department stores and conduct cross-country comparisons.  For the moment, however, we keep it as simple as possible whilst still obtaining meaningful results.

With regards to the output of the study we are primarily interested in capturing emergent phenomena.  Emergence occurs when interactions among objects at one level give rise to different types of objects at another level.  More precisely, a phenomenon is emergent if it requires new categories to describe it which are not required to describe the behaviour of the underlying components (Gilbert and Troitzsch, 2005).  Capturing emergent phenomena is necessary to not just measure but understand the impact of the management practices.  There are three questions we have used to structure our literature review:

1. Which areas are worth investigating in order to find a suitable modelling approach?

2. Do any models currently exist, that model the impact on management practices on productivity in the retail sector?

3. What modelling approaches are commonly used within related areas?

We included 196 documents in our review in order to find answers to the questions raised.  From these we have identified 28 key documents which we cite throughout the text.  The next section includes a discussion of these questions while the last section presents the conclusions from the review and gives some ideas regarding our future plans.

2   Review of Relevant Literature
2.1
Which areas are worth investigating to find a suitable modelling approach?
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Figure 1: Review areas, modelling approaches, and application types
With our focus on understanding and predicting the impact of different management practices on retail store productivity, we have searched the literature for suitable modelling methods.  An overview of the areas that we considered for the review is presented in Figure 1.  This figure also shows the commonly used modelling approaches and/or application types within the different areas.

2.2
Do any models exist, that model the impact on management practices on productivity in the retail sector?
After defining the areas of interest we extensively reviewed material available on the subject, with particular emphasis on those that investigate the link between management practices and productivity in the retail sector.  We found a limited number of papers that investigate management practices in retail at firm level.  The majority of these papers focus on marketing practices (e.g. Cao, 1999; Keh et al., 2006).  One noteworthy exception is Berman and Larson (2004), who investigate the efficiency of cross trained workers in stores.  By far the most frequently used modelling technique in all these papers is agent-based modelling which will be discussed in more detail later.  This seems to be a natural way of system representation for these purposes.

Most papers that investigate retail productivity focus primarily on consumer behaviour and efficiency evaluation with less emphasis on retail management practices.  These papers can be further segmented into those investigating high street retailing and those focusing on online retailing, i.e. physical and electronic distribution channels.  An advantage of looking at online retailing is the availability of data, due to every click being recorded.  On the other hand, data in many high street stores is available from loyalty cards, credit cards, sales slips and customer surveys. An interesting contribution is made by Nicholson et al. (2002), who compare different marketing strategies for multi channel (physical and electronic) retailing.  They conclude that there are big differences within the consumer decision making process in terms of the different channels.
Regarding the investigation of cross-country differences in relation to the application and impact of retail management practices on productivity, we found no papers that attempt to model this issue.

In terms of commercial software, an example was found which simulates the relationship between certain management practices and productivity.  ShopSim (Savannah Simulations, 2006) is a decision support tool for retail and shopping centre management.  It evaluates the shop mix attractiveness and pedestrian friendly design of a shopping centre.  The software uses an agent based approach, where behaviour of agents depends on poll data.  It is a good example of the kind of tool we would like to develop, although our tool would operate on a department level rather than on a shopping centre level and would investigate different kinds of management practices, rather than a shopping centre layout.  Furthermore, the input data would come from management and staff rather than from a customer poll.
To summarise, we can say that to date only limited work has been conducted in this field.  Therefore, in the next section we broaden our view and review different modelling techniques that are commonly used in the areas of interest identified in the beginning of the section.  We also include other sectors in our review (e.g. manufacturing sector and other service sectors) to investigate the methods used there to understand and predict system behaviour.

2.3
What modelling approaches are commonly used within related areas?
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Table 1: Papers found, sorted by modelling approach and application sector

The modelling approaches relevant to this field of study can be broadly divided into three different categories: analytical approaches, heuristic approaches, and simulation. This section first compares these approaches in a general sense and then continues to discuss the most important methods individually, describing what they are, where they are normally used, and how they fit in with our research project.  Table 1 presents a summary of the number of papers found in each category for different sectors.

From the occurrences within the literature Table 1 indicates that Agent-Based Modelling and Simulation (ABMS) and Data Envelopment Analysis (DEA) are the most frequently used modelling techniques within our area of interest.  While most of the ABMS papers studied relate to the retail sector most of the DEA papers are from the manufacturing sector.

In many cases it was found that a combination of modelling techniques was used within a model.  Where this is the case the individual modelling techniques have been listed in the table.  Common combinations are simulation/analytical for comparing efficiency of different non existing scenarios (e.g. Greasley, 2005), and simulation/analytical or simulation/heuristic where analytical or heuristic models are used to represent the behaviour of the entities within the simulation model (e.g. Yildizoglu, 2001; Schwaiger and Stahmer, 2003).

Analytical Modelling Approaches:
Once data has been collected it is common in economics and social science to use analytical analysis tools to quantify causal relationships between different factors. Often some form of regression analysis is used to investigate the correlation between independent and dependent variables.  A good example of this type of analysis can be found in Clegg et al. (2002) who investigate the use and effectiveness of modern manufacturing practices.  Survey data is analysed using parametric and nonparametric analytical techniques, as appropriate to the nature of the response scales and the distributions of scores obtained.  The results of this analysis are then often used as a data source for heuristic and simulation models.

A number of papers were found that use different analytical modelling approaches to investigate very specific individual hypotheses in relation to management practices and consumer behaviour.  A noteworthy paper is by Patel and Schlijper (2004) who use a multitude of different analytical and other modelling approaches to test specific hypotheses of consumer behaviour.

Another area of interest where analytical models have been used quite frequently is in the assessment of relative efficiency of comparable alternatives.  The most frequently used techniques described in the literature are Data Envelopment Analysis (DEA) and Multi Level Modelling (MLM). DEA was originally used for assessing the efficiency of the public sector, but has since evolved and is in use in other sectors, often as an analysis instrument for the output of simulation experiments.  The objective of DEA is to assess the relative efficiency of a number of decision making units using a variety of input and output data.  It is a benchmarking technique which has gained increasing popularity during the last few years.  An interesting application of DEA can be found in Soteriou and Stavrinides (1997) where customer service quality, operating efficiency and profitability between different bank branches is compared. MLM is a form of hierarchical regression analysis, designed to handle hierarchical and clustered data.  It enables one to contextualise the raw outcomes taking into account the different levels of aggregation in the data.  Most examples reviewed were used to assess educational services like schools (e.g. Goldstein, 2003) and universities (e.g. Johnes, 2003).
Major differences between DEA and MLM are explained in Thanassoulis et al. (2003).  The main difference is that DEA is a non-parametric method where the focus in each instance is the unit being assessed while MLM is a parametric method seeking to establish a functional relationship at a global level across all units being assessed. Another major difference is that DEA is a deterministic method that does not impose any statistical distribution to the random noise while MLM does so and allows such noise to affect the estimates at different hierarchical levels.  Finally, MLM predicts average performance for given contextual data while DEA is a boundary method estimating best performance for given contextual data.  Comparisons have shown that DEA and MLM performed on individual data provide different measures of efficiency (Johnes, 2003).  It appears that the level of analysis (individual or firm) is also important.  Use of both methods in parallel for validation can draw attention to potential areas where each method can lead to biased results so that user judgement can be brought to bear in arriving at policy decisions.
Heuristic Approaches:
No purely heuristic models were found during the review.  This does not come as a surprise as pure heuristic models are more frequently used in system optimisation which is not the focus of this literature review.  However, heuristic models are often used in combination with other modelling techniques as mentioned earlier and so in these cases they have been included in Table 1.  As such they will not be investigated further in this review.
Simulation Approaches:
Simulation introduces the possibility of a new way of thinking about social and economic processes, based on ideas about the emergence of complex behaviour from relatively simple activities (Simon, 1996; Gilbert and Troitzsch, 2005).  Implemented specifically as a method of theory development, simulation allows clarification of a theory and investigation of its implications.  While analytical models typically aim to explain correlations between variables measured at one single point in time simulation models are concerned with the development of a system over time.  Furthermore, analytical models usually work on a much higher level of abstraction than simulation models.  For simulation models it is critical to define the right level of abstraction. Csik (2003) states that on the one hand the number of free parameters should be kept on a level as low as possible.  On the other hand, too much abstraction and simplification might threaten the homomorphism between reality and the scope of the simulation model.

There are several different approaches to simulation.  The choice of the most suitable approach always depends on the issues investigated, the input data available, the level of analysis and the type of answers to be sought.

Discrete Event Simulation (DES) can be described as the modelling of a system as it evolves over time by use of a representation in which the state variables change instantaneously when an event occurs.  It is often used in Operational Research and Operations Management for modelling stochastic dynamic systems, for example the design and operation of queuing systems, management of inventory systems and health care applications.  It is not well suited to modelling human oriented systems, where the behaviour of individuals has an impact on system state development over time (Siebers, forthcoming).  This is due to the fact that DES does not support the concepts of autonomy and pro-activeness, which are important properties required to represent such individuals in an appropriate way. Komashie and Mousavi (2005) present an example where DES can be used to model a human oriented system.  This is an exception as it is a scheduling problem where humans are just resources.

System Dynamics (SD) has its roots in systems of difference and differential equations.  A target system with its properties and dynamics is described using a system of equations that derive the future state of the target system from its actual state. SD is restricted to the macro level in that it models the target system as an undifferentiated whole.  It is frequently used in economics to predict the behaviour of complex non-linear systems, for example the growth of an economy on the macroeconomic level (Gilbert and Troitzsch, 2005).  As SD considers only one level and the study on emergence requires at least two levels this simulation technique is not suitable for studying emergent behaviour.  An and Jeng (2005) provide an example of the application of SD to Business Process Modelling, in this case for supply chain management.

Micro Simulation (MS) is a modelling technique often used to analyse the effects of financial and social policy interventions.  It allows the consideration of two levels, which is necessary as researchers are mostly interested in the effects of policy interventions at the aggregate level.  An example is the effect on tax income of changing the tax system as a whole; however this aggregate tax income critically depends on individual effects or more precisely on the income distribution of the households observed at the microeconomic level.  A representative sample of a population will easily contain several 1000 households because its sub-samples with respect to all property combinations relevant to the purpose of prediction must be large enough to allow projection (Gilbert and Troitzsch, 2005).  An example of a typical application of this technique is given by Sutherland (2004), who uses MS to investigate the impact of government policy on poverty development in Britain.

Agent Based Modelling and Simulation (ABMS) was identified earlier as a key modelling technique for the kind of research question to be investigated.  It is therefore discussed in more detail here. 

Agent-based modelling which appeared first in the early 1990s is described by Jeffrey (2003) as a mindset as much as a technology: “it is the perfect way to view things and understand them by the behaviour of their smallest components”.  ABMS can be used to study how micro level processes affect macro level outcome.  A complex system is represented by a collection of agents that are programmed with simple behaviour rules.  Agents can interact with each other and with their environment to produce complex collective behaviour patterns.  Agent based modelling is using a bottom-up approach as the system is described from the point of view of its constituent units, as opposed to a top-down approach, where you look at properties at the aggregate level. Macro behaviour is not simulated; it emerges from the micro-decisions of individual agents.  The main characteristics of agents are their autonomy, their ability to take flexible action in reaction to their environment and their pro-activeness depending on motivations generated from their internal states.  They are designed to mimic the attributes and behaviours of their real-world counterparts.  The system’s macro-observable properties emerge as a consequence of these attributes and behaviours and the interactions between them.  The simulation output may be potentially used for explanatory, exploratory and predictive purposes (Twomey and Cadman, 2002). 

Due to the characteristics of the agents mentioned above this modelling approach seems to be more suitable than DES for modelling human oriented systems. ABMS seems to promote a natural form of modelling, as active entities in the original are also interpreted as actors in the model.  There is a structural correspondence between the real system and the model representation, which makes them more intuitive and easier to understand than for example a system of differential equations as used in SD. Hood (1998) adds that one of the key strengths of ABMS is that the system as a whole is not constrained to exhibit any particular behaviour as the system properties emerge from the constituent agent interactions, so assumptions of linearity, equilibrium and so on, are not needed.

With regards to disadvantages there is general consensus in the literature that it is difficult to evaluate agent-based models, as the behaviour of the system emerges from the interaction between the individual entities. Carley (1996) argues that for “intellective models” (e.g. models that illustrate the relative impact of basic explanatory mechanisms) validation is somewhat less critical and the more important thing is to maintain a balance between keeping a model simple and maintaining veridicality
.  Furthermore, problems often occur through the lack of adequate data. Twomey and Cadman (2002) state that most quantitative research has concentrated on ‘variable and correlation’ models that do not cohere well with process-based simulation that is inherent in agent based models.  A final point to mention is the danger that people new to ABMS may expect too much from the models, particularly in regard to predictive ability.
Models used in Agent-based Computational Economics (ACE) are a good example of the application of the agent paradigm in relation to our research project. ACE is the computational study of economies modelled as evolving systems of autonomous interacting agents to study the evolution of decentralized market economies under controlled experimental conditions (Tesfatsion, 2003).  An example of such a study can be found in Vriend (1995) where the emergence of self-organized markets in a decentralized economy is investigated using ABMS.  Marketing Science is another area where ABMS is used increasingly to describe, model and predict the behaviour of consumers and their attitudes towards the products of the market. Csik (2003) for example, investigates the impact of micro- and macro-level driving factors that affect consumer behaviour and strategies of firms to influence people’s behaviour.  The final example to be mentioned here is crowd behaviour modelling, which seeks to find emergent patterns in crowd movements.  Kitazawa and Batty (2004), for example, investigate the retail movements of shoppers in a large shopping centre.

3   Conclusions
In this review we were looking for modelling techniques best suited to understand and predict the impact of different management practices on retail store productivity.  Our current focus is on modelling an individual department store.

While deciding about the modelling technique it was important to keep a few general points in mind.  These were: the availability of required data, the allowed level of abstraction, the number of system levels needed to capture emergence, and the possibility to evaluate the developed models.

Firstly we investigated whether any models exist for this particular purpose.  The review has shown that to date only limited work has been conducted in this field.  The papers we found primarily focused on consumer behaviour and efficiency evaluation with less emphasis on retail management practices.  We did not find any attempts to model the issue of cross-country differences.  One software package was identified which is able to simulate the relationship between certain management practices and retail productivity.  Contrary to the modelling tool that we need for our enquiries, the tool is operating on shopping centre level and is investigating a different kind of management practices.

We then broadened our view and reviewed different modelling techniques that are commonly used in other sectors to understand and predict system behaviour.  We found that for our area of interest ABMS and DEA were the most frequently used modelling techniques.  While ABMS is a simulation method used for understanding system behaviour, DEA is an analytical method used as a benchmarking tool and more and more often also used as an analysis instrument for simulation experiments. In many cases, it was found that a combination of modelling techniques was used within a modelling study.  Often DES and DEA were used together to allow different kinds of analyses.  Furthermore, analytical or heuristic models were frequently used inside the agents of agent-based models to give them, for example, decision-making or learning capabilities.  Those studies that attempted to model management practices were predominately concerned with marketing practices.  Usually the models were designed to answer a specific question, focusing on a particular marketing practice, and customers were modelled in great detail, including, for example, psychological factors. As a result of the literature review, we have decided to start our modelling efforts using ABMS in conjunction with Bayesian Reasoning for the decision making of our agents.  Once we have developed the first model, we will decide whether we require a second modelling technique to compare the relative efficiency of the simulation results.  In this case, we would use DEA as a benchmarking tool.

References
AN, L. & JENG, J.-J. (2005) On Developing System Dynamics Model for Business Process Simulation. Proceedings of the 2005 Winter Simulation Conference.

BERMAN, O. & LARSON, R. C. (2004) A queuing control model for retail services having back room operations and cross-trained workers. Computers & Operations Research, 31, 201-222.

CAO, J. (1999) Evaluation of Advertising Effectiveness Using Agent-Based Modelling and Simulation. Proceedings of 2nd UK Workshop of SIG on Multi-Agent Systems (UKMAS 1999). Bristol, UK.

CARLEY, K. M. (1996) Validating Computational Models. CASOS Working Paper. Carnegie Mellon University.

CLEGG, C. W., WALL, T. D., PEPPER, K., STRIDE, C., WOODS, D., MORRISON, D., CORDERY, J., COUCHMAN, P., BADHAM, R., KUENZLER, C., GROTE, G., IDE, W., TAKAHASHI, M. & KOGI, K. (2002) An international survey of the use and effectiveness of modern manufacturing practices. Human Factors and Ergonomics in Manufacturing, 12, 171-191.

CSIK, B. (2003) Simulation of Competitive Market Situations Using Intelligent Agents. Periodica Polytechnica Ser. Soc. Man. Sci., 11, 83-93.

GILBERT, N. & TROITZSCH, K. G. (2005) Simulation for the Social Scientist, Open University Press.
GOLDSTEIN, H. (2003) An introduction to multilevel models. Multilevel statistical models, 3rd Ed.
GREASLEY, A. (2005) Using DEA and simulation in guiding operating units to improved performance. Journal of the Operational Research Society, 56, 727-731.

HOOD, L. (1998) Agent-Based Modelling. Conference Proceedings: Greenhouse Beyond Kyoto, Issues, Opportunities and Challenges.

JEFFREY, R. (2003) Expert Voice: Icosystem's Eric Bonabeau on Agent-Based Modelling. CIO Insight.

JOHNES, J. (2003) Measuring the efficiency of universities: A comparison of Multilevel Modelling and Data Envelopment Analysis. Lancaster University Management School.

KEH, H. T., CHU, S. & XU, J. (2006) Efficiency, effectiveness and productivity of marketing in services. European Journal of Operational Research, 170, 265-276.

KITAZAWA, K. & BATTY, M. (2004) Pedestrian Behaviour Modelling: An Application to Retail Movements using a Genetic Algorithm. 7th International Conference on Design and Decision Support Systems in Architecture and Urban Planning.

KOMASHIE, A. & MOUSAVI, A. (2005) Modelling Emergency Departments Using Discrete Event Simulation Techniques. Proceedings of the 2005 Winter Simulation Conference.

NICHOLSON, M., CLARKE, I. & BLAKEMORE, M. (2002) 'One brand, three ways to shop': situational variables and multichannel consumer behaviour. International Review of Retail, Distribution and Consumer Research, 12, 131–148.

PATEL, S. & SCHLIJPER, A. (2004) Models of Consumer Behaviour. Smith Institute (Unilever).

SAVANNAH SIMULATIONS (2006) SimWalk - The Agent-Based Simulation Software. http://savannah-simulations.ch/.

SCHWAIGER, A. & STAHMER, B. (2003) SimMarket: Multiagent-Based Customer Simulation and Decision Support for Category Management. Lecture Notes in Computer Science.

SIEBERS, P.-O. (forthcoming) Worker performance modelling in manufacturing systems simulation: Proposal for an agent-based approach. IN RENNARD, J.-P. (Ed.) Handbook of research on nature inspired computing for economics and management.

SIMON, H. A. (1996) The Sciences of the Artificial, MIT Press.

SOTERIOU, A. C. & STAVRINIDES, Y. (1997) An internal customer service quality data envelopment analysis model for bank branches. International Journal of Operations and Production Management, 17, 780-789.

SUTHERLAND, H. (2004) Poverty in Britain: the impact of government policy since 1997 A projection to 2004-5 using micro simulation. Number MU/RN/44. Micro simulation Unit, Department of Applied Economics, University of Cambridge.

TESFATSION, L. (2003) Agent-Based Computational Economics: Modelling Economies as Complex Adaptive Systems. Information Sciences, 149, 263-269.

THANASSOULIS, E., SIMPSON, G., BATTISTI, G. & CHARLESWORTH, A. (2003) Data Envelopment Analysis and multi level modelling as alternative methods for assessing pupil and school performance. Aston Business School.

TWOMEY, P. & CADMAN, R. (2002) Agent-Based Modelling of Customer Behaviour in the Telecoms and Media Markets. info, 4, 56-63.

VRIEND, N. J. (1995) Self-organization of markets: An example of a computational approach. Computational Economics, 8, 205-231.

YILDIZOGLU, M. (2001) Connecting adaptive behaviour and expectations in models of innovation: The potential role of Artificial Neural Networks. E3I Working Paper No. 2001-2. Equipe Industries Innovation Institutions, Université Bordeaux.

Moving to the Next Level: 
A Scoping Study

by

Beverley Randle

Delores Annon Higon

Elizabeth Watson

Guiliana Battisti

Jillian MacBryde

Marek Szwejczewski

Neil Burns

Moving to the Next Level: A Scoping Study

Background and Focus of the Study

Government reports (Porter and Ketels, 2003; Cox, 2005) and the press (Smith, 2006; Giles, 2006) have highlighted a growing concern about the UK’s productivity performance and competitiveness.  “The Competitiveness Report” published by Porter & Ketels (2003) highlights the need for the UK to transition to a higher value economy.  This report has triggered further research into what can be done to improve the UK’s situation.  One of the reports triggered by Porter and Ketels has been “Post Porter Where does the UK go from here?” (Birdi et al., 2003), it states “In order to remain competitive and consistently increase profitability, firms need to move up the value chain in their industries over time” (p21).

The theme of competing on value added has led to a paper entitled “How Can Firms in the UK be Encouraged to Create More Value?” (Edwards et al 2004) proposes three strategies as a means of increasing a firm’s value add.  The three strategies are:

1) Adopting promising practices

2) Creating value - Product, process and service development

3) Re-positioning along the value chain
The focus of this literature review is the third strategy that of re-positioning along the value chain.  The researchers believe that there is less understanding of this strategy and further work is required on this subject.  The other two strategies have been well covered in the literature on strategy, marketing, innovation and general management literature (for example Nick Bloom, John Bessant etc).

At the outset the literature review aims to map the current literature in the area and answer some of the initial research questions (including, how do firms reposition in the value chain? And is it worth it?), and identify gaps in knowledge for further investigation.

Literature Review Methodology

The research team adopted a systematic approach to reviewing the literature (Leseure et al., 2004).  The process of the systematic review started with identifying the need for the review and the preparation to include a review protocol.
The focus of the review was agreed to be an examination of the literature that discussed the strategy of repositioning along the value chain.  The initial research questions for the study were:

· What is the value chain?
· What are the ways for companies to move in the value chain?
· Do companies that move up the value chain get the productivity gains they expected?

· What are the links between productivity performance (at the firm and national level) and applying the strategy of moving up the value chain? 
	It is 
	Is not

	To establish what has been done already 
	An evaluation of value chain models

	
	An in depth analysis of the literature on productivity 


Figure 1 – Scope of the Literature Review

Figure 1 illustrates the discussions of the research team had on the scope of the literature review.
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Figure 2 - Review Process

Figure 2 shows the process followed to build up the list of papers to review.  The keywords (see appendix 1) were identified by the seven members of the research team and validated by the principal investigator.  The data sources used are listed in appendix 2.

The research team followed the methodology for ranking the articles used by Leseure et al. (2004).  From a list of 62 articles the research team were asked to grade the article’s titles and abstracts by the following criteria of A (should be in shortlist), B (uncertain), or C (should not be in shortlist).  Appendix 4 contains a list of the reviewed papers.

Measures of Productivity at a National and Firm Level

Before getting into the main focus of the literature review, re-positioning in the value chain, the research team had some preliminary discussions on how this strategy ties up with the AIM research theme of productivity.  There was also a level of pre-understanding work that was required to ensure the research team had a common understanding.  This called for a basic review of the literature on productivity. 

A measure of economic activity at the national level is Gross Domestic Product (GDP).  The UK’s GDP performance per person is according to Porter (2003) is influenced by the following factors the amount of people and time contribution to the labour force and the productivity performance of the labour force.

To be able to close the productivity gap that the UK has with its international competitors (Porter, 2003) the connections between the indicators at a national level and a firm level need to be made.

The level of the firm is the unit of analysis for this study.  So we needed to be clear on how productivity could be measured at this level.  The research team agreed that Value Added (VA) per employee (Beachman, 2006) could be used as an indicator of labour productivity at the firm level.  Value added, although it cannot be used in isolation, is one of the indicators that can be used to evaluate firms that have moved in the value chain to assess if they have made productivity gains from moving.
Value and its Many Meanings

In the early stages of the research, there was also a need to clarify our understanding of value given the multi-disciplined background of the research team.  Again we turned to the literature to clarify the meanings.

The traditional “engineering” view of value (value analysis, value engineering etc.) tends to look at ways of maximising the functionality whilst eliminating waste.  This view is still seen today in engineering disciplines, with authors such as (Womack and Jones, 1994) encouraging companies to focus on the whole rather than the parts, thus allowing companies “to differentiate value from waste”.  

To Porter a firm is profitable if the value it commands exceeds the costs involved in creating the product (Porter, 1985). (Merrifield, 1991) defines value as the increase in value that occurs at each stage of the manufacturing process and value resides in the concentration of resources focussed on selected business areas.  Moving from production towards exchange (Condra, 1985) interprets value as a fair return in goods, services or money for some things exchanged that are worth, in comparison, with something similar (competitors’ product). (Treacy and Wiersema, 1996) go further, defining value as resulting from the fulfilment of customers’ expectations through which the organisation achieves the economic benefit.  (Miles and Snow, 1978) say value comes from choosing customers and narrowing the operation focus to best serve that market segment; customer satisfaction and loyalty doesn’t, by itself, create unmatched value.

It is from the strategic management literature that the seminal contribution on the strategic value creation process has been developed, based largely on the works of Michael Porter and the concept of the value chain (1985).  This permitted marketers to think beyond categories of perceived value to the strategic means and processes for delivering to or enabling the customer.  This has more recently led to a focus on value in the context of the relationships that exist between suppliers and customers. 

Another concept used in the literature is that of value propositions. (Treacy and Wiersema, 1996) suggested that there were three basis on which firms compete – or “value propositions”, namely product leadership, operational excellence and customer intimacy.  (Martinez and Bititci, 2006) developed this further.  Their “value matrix” builds on earlier value propositions developed by (Treacy and Wiersema, 1996).  This matrix generates six, as opposed to three value propositions, which are identified as: Innovators, Brand Managers, Price Minimisers, Simplifiers, Technological Integrators and Socialisors.
These “value propositions” were initially designed to help companies to understand the basis on which they compete, and therefore the strategic and operational issues surrounding their competitive standing.  More recently Bititci (2005) has suggested that the concept of the value proposition could also be used by organizations as a means to consider repositioning within the value chain.  He suggests that there are many companies who wish to get out of the “price minimiser” situation – so they effectively need to reposition themselves in the value chain.  We will come back to this topic in the section, what do we mean by moving up the value chain?

Companies provide value through products and/or services by the way they arrange their activities, the activities they select to do and their ability to develop products/services to create value for the customer (Livesey, 2003a).  With the value to customers being the ability to meet a customer’s priorities, priorities being things that customers are willing to pay extra for or are so important that they will search out alternative suppliers if they can no longer get them.  (Slywotzky and Morrison, 1997 cited by (Walters and Lancaster, 2000)
The expectations of value that the customer is looking for is increasing in terms of time to market and need for innovative and customised products making value capture harder (Livesey, 2003a).  That is assuming the manufacturer has the capabilities to exploit the value, in the example of the pharmaceutical industry, new companies with the technology capability have the ability to exploit the value while the more established competition have to gain the relevant capabilities in order to compete.  (Champion, 2001)
Even the classification of the firms delivering value are becoming harder, there is no longer a clear distinction between a product, service or a combined service and product provider (Normann and Ramirez, 1993).

Value Chain

The value chain has been defined as either a tool for analysis (Sturgeon, 2001), a business system (Walters and Lancaster, 2000) or a concept that offers a tool for an analysis and a means of facilitation (Normann and Ramirez, 1993).
A definition offered by Walters and Lancaster (2000) based on preceding definitions is offered below:

“A value chain is a business system, which creates end user satisfaction (i.e. value) and realises the objectives of other member stakeholders.” (Walter and Lancaster, 2000)
One thing this definition does not mention is the idea that the value chain is a sequence of value-added activities (Sturgeon, 2001) this perspective is useful when looking at means of moving in the value chain and the value chain models.

There are two functions that affect the value chain and its successful operation that are not visible in the value chain model these are information management and relationship management (Walters and Lancaster, 2000).

Value Chain Models

Value chain models range from the simple that resemble a supply chain model with the suppliers on the left and the customers to the right with primary and support activities in between, an example is the Porter model (1985) as illustrated in Figure 3. 

A more recently published model by Walters and Lancaster (2000) puts the customer as the first actor in the value chain as illustrated in Figure 4.  Showing the customer first with the value proposition as the interface between customer and the firm.

As the intention of the scoping study is to look at movement in the value chain and not to evaluate the models of the value chain the analysis will remain at highlighting the different types of value chains. 
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Figure 3 – Porter Value Chain Model (http://www.valuebasedmanagement.net/methods_porter_value_chain.html)
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Figure 4 – Customer First Value Chain  (Walters and Lancaster, 2000)
A firm’s position on the value chain (what activities it chooses do and not do) and how well it can add value is what sets it apart from the competition (Birdi et al., 2003).

There is a perception that value is moving in the value chain (Wise and Baumgartner, 1999) and at a time when heavily vertically integrated manufacturing companies is gone (Champion, 2001, Livesey, 2003b).  These factors make the value chain approach seem valuable as it can be used as an analytical tool to look at where value is within the value chain, taking into account all the activities regardless of ownership.

The reasons suggested for this movement in value are competition at the manufacturing activities (Livesey, 2003b) and a drop in demand with an increasing product install base (Wise and Baumgartner, 1999).
Moving in the value chain

Moving up the value chain has been billed as an “essential strategy” for UK firms to ensure that can be competitive and ultimately survive (Birdi et al., 2003).

There are several terms used in reference to moving in the value chain these are:

· Moving up the value chain

· Moving down the value chain

· Moving upstream in the value chain

· Repositioning in the value chain

· Moving downstream in the value chain

The most common of these terms from a simple hit count survey on Google (see appendix 3) is “moving up the value chain”.  This maybe be due to the positive connation of the phrase rather than being in reference to a specific value chain model.

What do we mean by moving up the value chain?

One of the problems we found with the term moving up the value chain relates to the different perspectives on value.  We can see from first glance the definitions offered by Edwards et al. (2004) and Bititci (2005) look similar, there are however fundamental differences.

Edwards et al. (2004) is referring to value in terms of stakeholder return regardless of the move in the value chain relative to the customer, in this scenario it would imply there is a productivity gain by increasing the value added.

Whereas in the definition offered by Bititci (2005) there is no guarantee of productivity gains as you maybe able to charge the customer more but it does not take into account the net outcome having had potentially generated extra costs to move and remain in that new position.

Fundamentally change position in the value chain – moving to a position where their products and services inherently generate more value. Edwards et al. (2004)
“moving up the value chain” means we need to produce products and services that the customers are prepared to pay more for, thus changing the basis of competition from cost to something else. Bititci (2005)  
A further complementary description of moving up the value chain could be added based on the composition of the value chain and some of the ways for moving in the value chain described in Table 1.  Moving up the value chain could be described as restructuring, in the forms of ownership or power, the value adding activities within the value chain.  This description takes into account the wider value chain rather than just the local level of the firm.    

There is a blurred boundary between firms subtly shifting in the value chain and those fundamentally moving with some companies it may be drift rather than an applied strategy.  This is evident in the following table; table 1 compares and classifies what has been written about moving in the value chain against the strategies described by Edwards et al. (2004).

Table 1: Literature Comparison Table

	 
	Edwards et al. (2004) 3 strategies for creating more value
	Other

	
	1) Increasing efficiency and effectiveness through the adoption of better practices
	2) Innovating to produce products or services that generate more revenue
	3) Fundamentally changing position in the value chain 
	

	Author
	Perspective
	
	
	
	

	Edwards et al (2004) Section 4.1 Moving up the value chain
	Moving up the value chain
	 
	 
	Value adding partnerships (VAP)
	 

	
	
	
	
	Outsourcing – New make or buy decisions
	

	Kaplinsky and Morris (2001)
	Value chain upgrading
	Process upgrading - improving efficiency within each node in the chain and between nodes in comparison to competitor companies
	Product upgrading - introducing new products or improving existing products
	Functional upgrading - increasing value added by changing activities done within firm or moving them within the value chain
	Chain upgrading - entering a new value chain example given as moving from manufacturing radios to phones

	Wise and Baumgartner (1999)
	Moving down the value chain (nearer the customer)
	 
	Embedded Service - the manufacturer providing more for the customer in the product
	Distribution Control - gaining control of the distribution activities
	 

	
	
	
	Comprehensive Services - the manufacturer providing more services for the customer
	

	
	
	
	Integrated Solutions - combining products and or services to meet customer needs
	

	Livesey (2003)
	Manufacturing services to rival business services
	 
	Offer services based on goods they manufacture - total care solutions
	 

	
	
	
	 
	 
	Offering manufacturing capabilities as a service


The literature search was centered on moving in the value chain but some of the descriptions, listed in Table 1, fitted closer to the other two strategies mentioned by Edwards et al. (2004) and did not necessarily involve moving in the value chain.

For example “Comprehensive Services - the manufacturer providing more services for the customer” (Wise and Baumgartner 1999) is classified under both moving in the value chain and Innovating to produce products or services as it depends on the starting point of the firm before implementing the change, in strategy that would therefore qualify if it was going to be a “fundamental” move in the value chain or an innovation to existing products or services.
Distribution control (Wise and Baumagrtner 1999) could only be classified as moving the value chain if it represented a significant change in (or additional) activities carried out by the firm otherwise it would be classified as “other”.

Livesey (2003) echoes Wise and Baumagrtner (1999) grouping of ways to move in the value chain with the additional point about offering the manufacturing capability as a service rather than competing on product production alone.  Therefore being an enabler to other firms’ movement in the value chain by being the recipient of the outsourced activities.
An additional means of value chain upgrading that is an outlier to the 3 strategies put forward by Edwards et al. (2004) is the concept of entering a completely new value chain as apposed to moving up in the existing value chain (Kaplinsky and Morris 2001).  

Under the definition of restructuring the value adding activities as a means of moving in the value chain, Edwards et al. (2004) suggest outsourcing, changing the value adding activities carried out by the firm.  This has to be considered with caution, as it is not a guaranteed means to get productivity gains (Edwards et al., 2004).

Another tool for repositioning in the value chain has been outlined in terms of strategies to pursue by Bititci (2005) based on the value matrix as previously outlined in the earlier section on value.  These are more general and do not all directly compare to the literature structure in table 1.  From the definition of moving up the value chain and the strategies outlined, the suggestion is that companies want to get out of the “price minimiser” category in order to move up the value chain, yet if we take the Edwards (2004) view a company could be successful within the price minimiser category.

Strategy and Value in the Value Chain at the Firm Level

Strategy is the art of creating value (Normann and Ramirez, 1993) and needs to be changed in response to shifts in value (Champion, 2001).  IKEA is an example, is given by Normann and Ramirez (1993) to illustrate that it is no longer enough to view strategy as positioning in the value chain but should be considered in terms of reinventing the value creating system itself.  IKEA did this by inventing a value chain that delivered value in a way that did not resemble that of the more traditional furniture retailers.

Assuming a firm is able to create and maintain a competitive value chain strategy it still has the considerable hurdle of being able to execute to it.  The execution of strategy is often the part companies find difficult (Birdi et al., 2003).
Discussion and Gaps

The main body of literature covering companies moving in the value chain uses examples of large well-known company names (Walters and Lancaster, 2000, Edwards et al., 2004, Wise and Baumgartner, 1999) with little reference to the how the strategy relates to SMEs.

There are some means of assessing if it is worth moving in the value chain and tools offered by (Martinez and Bititci, 2006, Wise and Baumgartner, 1999).  These have yet to be applied and validated.

The published work on the value chain has mainly been written about from an operations perspective and there is a lack of applied tools and method studies that include financial analysis to validate the benefit to firms of moving in the value chain.

The tools and techniques to help firms move in the value chain exist within the consulting sector they are not widely published and therefore the empirical evidence is not available to substantiate if it is worth moving in the value chain.

The gaps are:

· Tools – there is not evidence in the literature that makes a correlation between the use of specific value chain tools and success. 

· SMEs – given the significance of SMEs they account for 50% of UK GDP (not just manufacturing) (Cox 2005) and their vulnerability in the value chain (Edwards et al., 2004) there are a few case studies looking at them but not much in terms of evaluating how in particular SMEs can be helped to move up the value chain. 
· There is a gap in the understanding of the connections between what can be done at the firm level to affect productivity at the national level.

Conclusions

The literature survey set out to answer the initial research questions and to explore what had been done in the field of moving in the value chain.  Some of the initial research questions remain unanswered and require further investigation to be answered.  The process of the studying the literature has also highlighted additional gaps.  

Questions answered

· What is the value chain?
· What are the ways for companies to move in the value chain? 
· How is productivity considered at the firm and national level performance?

Questions unanswered and gaps requiring further investigation:

· Do companies that move up the value chain get the productivity gains they expected?

· What are the links between productivity performance (at the firm and national level) and applying the strategy of moving up the value chain?
· Tools – there is no evidence in the literature that makes a correlation between the use of specific value chain tools and success. 

· SMEs – given the significance of SMEs they account for 50% of UK GDP (not just manufacturing) (Cox 2005) and their vulnerability in the value chain (Edwards et al., 2004) there are a few case studies looking at them but not much in terms of evaluating how in particular SMEs can be helped to move up the value chain. 
· There is a gap in the understanding of the connections between what can be done at the firm level to affect productivity at the national level.
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1.0. Introduction
The environmental impact of products and practices has become an important issue of debate and concern over the past few decades in United Kingdom (UK).  Through a combination of public pressure and government intervention through legislations, stakeholders (companies, institutions, consumers and others) are being forced to consider the environmental impact of their actions.  The main philosophy behind environmental policies has been the polluter pays principle which was initially incorporated by the EU in the EEC treaty of 1986 and later adopted by UK.  The concept of producer responsibility has grown out of this principle.  However vastly different interpretations of what constitutes a ‘producer’ responsibility has led to the current status of ‘shared responsibility’ which divides the cost among various stakeholders and sectors of the industry. 

The purpose of environment legislations is to prevent and reduce environmental problems caused by production, use, or disposal of goods.  Some of the common features of these legislations are phasing out of certain substances; producer responsibilities in production, waste collection and recovery of the product, and duty to provide information and documentation to the government and consumer; government approval for treatment of certain substances; and end of life clause for certain products. The direct impact of this legislative control as identified in literature include product and process redesign to include environmentally friendly materials and processes; life cycle management for waste disposal, recycling and reuse; and government structures and mechanisms to monitor compliance (Low and Williams, 1998; Kim, 2002; Hug, 2001 and many others).  These changes in turn have had some direct consequences on various stakeholders like increased costs and responsibilities, and change in nature and focus of R&D and innovation (Kim, 2002).  However, these legislations, as in case of other legislations, also have the potential to produce secondary and tertiary impacts on various stakeholders which are either not clearly visible or take time to show their impact.  

Several studies highlight the significant impact of regulations on productivity and the report of ESRC [2004] clearly points at environment legislations as one of the possible sources of the UK productivity gap.  However, only few studies have attempted to understand the relationship between the secondary or tertiary impacts of these regulations, and productivity and its related areas.  If one casts a net wide enough however by defining ‘impact or consequence’ rather broadly and search indirect as well as direct evidence it is possible to identify some studies potentially capable of shedding some light on this cause and effect relationship.  This paper is a systematic review of these studies in order to identify secondary and tertiary impacts of environmental legislations on various stakeholders with special search for, End-of-life (EOL) legislation, with the objective of understanding possible reasons for the UK productivity gap. 

Along with the challenge of identifying the nature of these tertiary or secondary effects, on various societal stakeholders including the decision makers themselves, i.e., the government, defining these effects has been another challenge.  The secondary and tertiary effects are classified as indirect, unintended and unforeseen according to the nature of effect it is seen to have on one or more stakeholders.

2.0. Defining direct and not so direct 
There is a growing understanding that environment factors have an impact on society (Rosenzweig et al., 2001; Griffin et al., 2001; Deudney, 1999).  There are direct cause and effect relations between environment and society that do not require debate.  However identifying indirect causality, complex causal chains that bring unpredictable surprises and the reflex nature of the environment requires creative analysis and is a methodological as well as scholarly challenge (Hug, 2001).  A simple human management decision may lead to changes in the environment which in turn can impact human population in new and often unforeseen ways.  For example, a simple governmental decision of forest fire in Indonesia to clear land for agriculture caused a cloud of smoke to cover much of South Asia (Fraser et al., 2003).  Similarly, regulatory facilitation of intense industrial activity of a certain kind in Canada and Australia, which created clouds of aerosols, is linked to droughts in Africa during the 1980s (Nowak, 2002).  These examples highlight the various complexities in the interaction between environmental decisions and societal stakeholders as the nature of response may take years to be felt, the population impacted maybe different from the population which is affected by the environmental decisions and different stakeholders will have different ability to adapt to the decision.  Hence it is required to move beyond simple cause-and-consequence to understand these not-so-direct, secondary or tertiary, impacts of environment related decisions. 

· Defining ‘indirect’ consequence  

The dictionary definition of ‘indirect’ refers to ‘having intervening factors or persons or influences’, not leading by a straight line or leading through different lines but descending from a common cause. Analyzing society related (stakeholders) consequences through these definitions one can define  indirect consequence of environmental legislations as those factors or influences that directly descend/ emerge from the direct consequences, and lead to changes (movement) towards effective/better management of environment and society (socio-cultural aspects).  Example of some of the indirect consequences of end of life legislation may include changes in organizational accounting practices or creation of specialized role in the organization structure.  

· Defining ‘unintended’ consequence 

The dictionary definition of ‘unintended’ refers to “any activity or influence not done or made or performed with purpose or intent”.  The consequence is not part of and has not been planned in the activity or influence in question.  The nature of the word suggests “unanticipated effect that could be positive or negative and which leads to making discoveries, by accident and sagacity, of things not in quest of or an effect which could be source of further problems.  For example, United States had imposed quotas on imports of steel in order to protect steel companies and steelworkers from lower-priced competition.  The quotas did help steel companies.  But they also made less of the cheap steel available to U.S. automakers.  As a result the automakers had to pay more for steel than their foreign competitors do.  So policy that protected one industry from foreign competition makes it harder for another industry to compete with imports (Norton, 2006).  Possible causes of unintended consequences include world’s inherent complexity (leading to either ignorance or incomplete analysis), contrary incentives like in the example of US steel industry, or cognitive or emotional biases, i.e., immediate interests of pressure groups or social values (Merton, 1936). 

Therefore for the review we identify unintended consequence as change that may not directly descend from a direct effect, and that creates some hindrance for effective/better management of environment or society (socio-cultural aspects). 

· Definition of ‘unforeseen’ consequences

Unforeseen consequence is defined as “unanticipated and disconcerting lines of development” (Glidden, 2000).  First hinted at by Adam Smith (1904) in the Wealth of Nations, while he used the term “invisible hand”, it was used to describe ‘unforeseen’ only once, in the following quotation:"..[B]y directing that industry in such a manner as its produce may be of the greatest value, he intends only his own gain, and he is in this, as in many other cases, led by an invisible hand to promote an end which was no part of his intention.  Nor is it always the worse (or good) for the society that it was not part of it."  Within the understanding from Glidden (2000) and Smith (1904), we can define it as “any sudden or unexpected development that has the potential of creating eco-socio-cultural imbalance in the society”.  Additionally the magnitude of change would be larger in ‘unforeseen’ than ‘unintended’.    

3.0. Theoretical frameworks 
3.1. The economic-liberty perspective or economic theory of regulation 
Sometimes known as the private interest perspective, it believes that market is the best mechanism for maximising social and economic welfare.  It treats political and bureaucratic motives with suspect and highlights the role of interest groups in regulation formation (Wilson, 1980).  It believes that in a democratic system governments will establish policies to not only cater to interests of the general public but also to satisfy interests of specific pressure groups and every industry or occupation that has enough power to utilise the state will try to get a favourable regulation in place (Stigler, 1971).  Some of the salient features of regulations, from this perspective, are:

· Just like elected officials (for votes) and appointed officials (for wealth), industry also works as a pressure group in order to acquire regulations for their benefit. 

· Often regulations get formed keeping in view the interest group’s perspective rather than of the ones who are to be regulated.

· Even if a group has a strong incentive to organise as a pressure group it must still acquire and use influence. 

The virtues of this perspective on regulation are that it cuts away the naïve assumptions that government officials (elected or appointed) are selfless, altruistic individuals and that they too respond to awards.  Therefore understanding of stakeholder behavior towards a regulation can be predicted by understand possible rewards for that stakeholder. 

3.2. The normative-positive perspective or public interest theory 
This perspective looks at regulation as an instrument to overcome or check market failure.  Regulations are seen to improve economic efficiency and promote social values by correcting market imperfections like natural monopoly, asymmetric information, using of public good, moral hazard, unnatural transaction costs or creation of externalities (Kearney & Merrill, 1998).

Government intervention in the economy and regulation of environment is required due to presence of externalities like pollution, waste etc., and their presence constitutes an obstacle in optimum resource allocation.  The state has several means for potential intervention including economic instruments like taxes, subsidies and other incentives and regulations which have directives and penalties. (Buchanan, 2003; Tanguay et al., 2004).

Some of the market imperfections/failures are: 

· Natural monopoly situations (example, power sector) where the monopolist will raise his cost and tariffs as much as possible to take incentive on his efficiency and also maximize his profit. 

· Private market activities are seen to create spillovers and externalities which include any cost or benefit not accounted for in the price of a goods or services.  A positive externality is when the producer cannot take all the benefits of the activities he has undertaken (example, R&D activity) and a negative externality is when the producer cannot be charged all the costs or producer makes more goods than what is socially beneficial.  Both externalities need market regulation to be more efficient. 

· Consumption of public goods can create problems of either free riding or excess utilisation which needs regulatory intervention.

· People have different/asymmetric information at the time they act making markets inefficient even when there is advantageous transaction that can be made.  For example, in a used car sale, the seller knows the actual value of that car but the buyer can only estimate the actual value from the limited information he has about used cars.  Because of this asymmetry of information, the buyer is only willing to pay average of the values of the cars he believes are offered for sale.  Therefore seller of a car of higher value than the average is at a loss and he may not either offer the car for sale or take lower price. 

· Transaction costs are costs associated with making market transactions like reverse logistics, recycling, transportation in the case of EOL legislation.  To the extent consumers and producers will incur costs to become informed about the market and also complete transactions, market will not perform efficiently. 

· Moral hazard is another imperfection which refers to presence of incentives for individuals to act in ways that incur costs that they do not want to bear.  For example, a person with government sponsored medical insurance may not take care preventive care of health unless there are structures to ensure that he takes socially efficient preventive measures.
3.3. The pragmatic-administrative perspective
This perspective takes the presence of governments and markets as the best possible of all available options to the society for its regulation.  Instead of dealing with normative and philosophical questions involved, it concentrates on the study of empirical, day to day problems of regulation as a system of governance.  This perspective says that each regulation has a life cycle and within the cycle it goes through similar issues and concerns and governance is about managing the regulation through its various life cycles in the best possible way (Barry, 1980; Bernstein, 1955).  An example of this is Bernstein’s (1955) analysis of regulatory life cycles where he argues that all regulations go through a similar life cycle which consists of periods of growth, maturity and decline.  He identifies four major periods in the life of any legislation, namely, 

· Gestation:  lasting about 20 or more years in which a rising distress leads of formation of active groups who demand changes and remedies.

· Youth: where the agency is crusading and aggressive and operates in a conflict prone environment.  Typically when the legislation is new, the agency struggles with vague objectives, limited experience and untested areas, while facing opposition for the legislation

· Maturity:  The agency undergoes a process of adjustments and attempts to build good relations with other agencies and groups.

· Old Age:  The agency develops a set working arrangement with other parties that leads to maintenance of status quo and also establishes the agency’s role.

3.4. Theory of unintended consequences or Chaos Theory 
Scientists and mathematicians frequently advance the Chaos Theory to explain unanticipated consequences.  It states that tiny variations in beginning conditions can trigger mammoth, lasting transformations in the end results.  Its basic principle is sometimes referred to as the Butterfly Effect – as in, say, a hurricane being whipped up by ever-increasing wind vectors over a period of days and weeks after being catalyzed by the tiniest imperceptible change in air current when a butterfly somewhere flaps its pretty little wings (Hanchette, 2003).
This theory is based on the understanding that because we live in complex systems that are difficult to understand in totality, our choices can have system-wide implications which we neither intended nor expected.  Chaos theorists start with understanding individual choices based on self-interest, but their primary interest is in how these actions affect society as a whole, that is, do these choices lead to chaotic results, or to harmonious ones (Hanchette, 2003).  Their concern with unintended consequences of human choice and action leads them to argue that good results do not necessarily come from good intentions, and that good intentions do not necessarily lead to good results (in contrast to popular cultural believe intentions determine results).

3.5. Ecological theory of modernisation 
Ecological theory of modernisation has been offered as a possible explanation and understanding of a way to solve environmental problems faced by industrial countries.  It suggests that regulation can help to solve environment problem at the same time make industry more competitive.  This can be achieved if regulation encourages development of innovative technologies and production techniques (Huber, 1985).  It is concerned with the relationship between developments in the industry and the environment with respect to the capacity of modern societies to recognise environment problems and issues. Ecological modernisation has been identified as one of the ways in which late modern society is responding to its increased awareness of and anxiety about ecological risks associated with modernism. This theory is a good base to analyse emergent policy discourses and as a basis from which various policy prescriptions can be brought forward to be analysed. 

4.0. Review

4.1. Plant productivity 
	No. 
	Author, Year, Location  
	Industry and Main Methodology 
	Summary of main findings  

	1. 
	Finnveden et al., 2005, EU
	Waste management,  

Life cycle assessment 
	The paper studied waste management using life cycle assessment techniques and found a need for creating fresh policies for plastic using manufacturing firms, to support replacement of plastics made from virgin material, which in turn will lead to decreased use of total energy and increased productivity of the firms. 

	2.
	Knight et al., 2005, USA 
	Wood products industry, Secondary data analysis using Life Cycle Inventory (LCI) method
	The paper compared potential environmental effects in production of wood and steel doors and found that production of steel doors though was saving wood, resulted in higher energy use for its processing, an unintended consequence of trying to saving wood.

  

	3. 
	Scarpetta et al., 2003, OECD countries


	Electrical and Electronic industry, Econometric analysis of secondary, firm level data 
	The authors studied labour and product markets to analyse the possible role of institutions and regulations on multifactor productivity. They found: 

· stringent regulatory settings in the product market indirectly affected entrepreneurial activity which in turn had a strong negative effect on market access and entry of small and medium size firms.  The burden seemed to be greater, the further the industry or firm was from the technology leader. 

· the specific contribution of firm performance and firm dynamics on multifactor productivity of an industry varied across industries and countries and while regulations hindered productivity directly, they had an indirect negative effect on productivity by affecting innovation activity and R&D. 

· industry level analysis of effect of regulations on various industries shows capital intensity and entrepreneurial activity within firms got affected negatively by stringent regulations.  

	4.
	Greenstone, 2002, USA


	Manufacturing sector, Secondary data analysis from the Census of Manufactures (1970-87)
	The paper estimated the impacts of Clean Air Acts, by dividing various US counties into pollutant-specific non-attainment and attainment categories, on measures of industrial activity, obtained from 1.75 million plant observations.  The estimates suggest that in the first 15 years in which the regulation was in force (1972[image: image9.png]


87), non-attainment regions lost significant amount of jobs, capital stock, and output in pollution-intensive firms, compared to attainment regions. 

	5. 
	Boghe, 2001, UK
	Electronics industry, Technical paper 
	The paper evaluated EU directives on use of certain materials and found likelihood of less sophisticated electronic equipments like TV and audio, also entering the recycling chain, which in turn will indirect effect multifactor productivity and economics of these equipment manufacturers.  

	6.
	Berman et al., 1999, USA 
	Manufacturing industry, econometric analysis of plant level data of oil refineries 
	The paper examined the effect of environmental regulations on manufacturing plants, using data from 1979 to 1992 and found strategy or gaming aspects to regulations where firms may try to preempt regulators from choosing technologies by introducing new abatement technologies, in order to either reduce uncertainty of future regulations or impose costs on either exiting or potential competitors.        

	7.
	Dion et al., 1996, Canada 


	Pulp and paper industry in Canada, Econometric analysis of secondary, plant level, monthly data 
	While analysing the determinants of regulators monitoring activities and the factors that explain the decision to inspect or not inspect environmental compliance of producers, authors found that greater effort is allocated to plants which are perceived to be more polluting.  Moreover, variables pertaining to local conditions have an impact on monitoring behavior of regulations including local labour market conditions.  These results provide support to public interest theory of regulation.

	8.
	Jaffe et al., 1995, USA 


	Manufacturing sector, Secondary  data/information (from US dept. of Commerce)
	The paper analysed data/information from Department of commerce to understand competitiveness of US manufacturing firms and finds that interpretation of the laws by a state had an indirect affect on a firm’s decision of plant location.


4.2. Society/Governance and Consumers 
	No. 
	Author, Year, Location  
	Industry and Methodology
	Summary of main findings  

	1. 
	Anderson et al., 2005, EU.


	Manufacturing sector, 

Conceptual, based on literature review 
	The paper discusses the changing roles, responsibilities and positions of various industrial actors in the process of material flow for recycling.  The authors found creation of new actors in the system for fulfilling recycling tasks, namely, suppliers of material for recycling and also emergence of a new, active and involved role of the end consumer, just passive recipient of goods.  With increasing recycling activity, some of the preconditions for business models and thinking will have to be questioned.  In general, the conceptual thinking regarding the “final” buyer or end consumer, constructed around the idea of a ‘chain’ of actors will have to undergo change towards a circular model.  The introduction of recycling not only challenges this linear conceptual thinking but also challenges the business models and concepts based on the liner model.  The dual role of the consumer will involve role in the physical flow of material, as a supplier who gets pays instead of getting paid and dependence of recycling on this supplier’s behavior.  Maybe a new term will have to be evolved to accommodate this dual role of the consumer as user and supplier. 

	2.
	Herold et al., 2005, EU 


	Furniture retail industry, Technical paper based on literature review 
	The paper does a case study analysis of furniture retail industry and comments on the possibility of emergence of an active secondary goods market for used products and the critical role of consumers in the disposal and recycling process.  

	3. 
	Hicks, 2005, China 
	Electronic industry, Discussion paper 
	The paper looks at the development of new environment legislations on recycling and disposal of waste in China.  The authors found that while strict global and local environmental regulations were a challenge for the country due to lack of awareness among various stakeholders, they would affect the extensive informal sector in developing countries. 

	4. 
	Cardinali, 2001


	Research paper based on literature review of regulatory planning models
	While examining the problems faced by countries in waste management, the author found that promoting certain kind of laws could discriminate against the poorer members of the society.  Giving the example of the British Chancellor of the Exchequer, he said that effort at controlling global warming through a value added tax on domestic fuel, created a significant discriminatory effect on the poorer members of the society predominantly in the northern parts of UK, who were living in inadequately insulated houses.    

	5.
	Jaffe et al., 1995, USA  
	Manufacturing sector, Secondary  data/ information (from US dept. of Commerce) 
	The paper performs secondary data analysis to understand competitiveness of US manufacturing firms and finds that the government’s approach to regulations (of monitoring and control) has without intension created a negative approach towards them in the minds of manufacturers. 

	6.
	Meyer,  1995, USA


	Manufacturing sector,

Econometric analysis of secondary data. 
	The paper looked at relationship between productivity growth and environment legislations at the state level and found that while there was no negative impact of environment legislations on industrial productivity, the results reflected how these regulations get perceived as externally imposed social taxes, which in turn creates psychological barriers towards working to facilitate environmental saving.    

	7.
	O’Riordan, 1992  
	Manufacturing sector,  

Research paper based on literature review 
	The study did a general review of environment laws and suggested that the payment structures for the poor and rich become skewed in cases of laws which demand payment for environment use, as the poor have to pay more than is reasonable for them to protect their privilege.    


4.3 Economy and Business/Industry 

	No. 
	Author, Year, Location  
	Industry & Methodology
	Summary of main findings  

	1. 
	Triebswetter et al., 2004, EU 
	Manufacturing sector, Case studies of three countries
	The article examined three case studies to understand negative impacts of environment legislation and found while there was no significant impact on the manufacturing sector, it created positive employment effects together with environmental benefits.

	2. 
	Huisman et al., 2004

USA
	Electronic Industry

Primary survey of 75 products
	The paper explored outcomes of the eco-efficiency concept associated with end of life legislation in the electronic industry. Other than direct implications like technical constraints, sorting and separation costs, disassembly times and costs, it also found that for substantial environmental gain in relation to financial investments made economies of scale was an essential criterion that had to be fulfilled for the glass and plastic recycling scenarios. This would mean exclusion of small and medium manufacturers of many electronic items unless they expanded their business to a certain level.  This requirement of end of life legislation not only unintentionally forces the industry to have only big players but consequently also ends the existence of small and medium firms. Other findings were that for small and medium size housing, the extra cost of plastic recycling are higher than the environmental benefit realised.        

	3. 
	Dept of Trade and Industry, 2003, UK
	Automotive Industry, Technical paper 


	The paper attempted to understand and identify concerns on how existing regulations are affecting competition, in the passenger car segment.  While it listed some direct consequences of end of life legislation like changes in market outcomes in terms of prices, quality and service, it also highlighted changes in the nature of competition and advertising from certain product characteristics over another.   

	4. 
	Kim, 2002, EU, 
	Automotive industry, Technical paper on EOL policy (study of related instruments & mechanisms)
	The paper explored determinant factors for effective end of life vehicle policy.  It found direct factors like extended producer responsibility, importance of monitoring and role of authorities, and indirect factors like cooperation among various actors, namely, dismantlers, producers and monitoring authorities as significant for effectiveness of this regulation.  

	5. 
	Fare et al., 2001, USA 
	Manufacturing sector, 

Econometric analysis of industries 
	A Malmquist-Luenberger productivity index was employed to look at market output and the output of pollution abatement activities of U.S. state manufacturing sectors for 1974-1986. it found that when accounting for change in emissions, average annual productivity growth was 3.6 percent, whereas it was 1.7 percent when emissions were ignored.  However, they also found that adjusted productivity growth was higher in states with rapidly growing manufacturing sectors states with slow growing manufacturing sectors.  This highlights that while entry of new firms increased productivity as they enter with better technologies, however higher technological costs also create entry barriers for medium firms.

	6. 
	Wubben, 1999, EU
	Chemical industry, case study 
	The paper detailed the impact (European) environmental legislation on competitiveness of a large chemical company.  It argues that environmental legislation has created a rat race among the major players at the (longer-term) cost of smaller companies and innovation.

	7.
	Richards, 1997, UK  
	Electronics industry, Conceptual paper  
	The paper examined some of the pressures faced by the electronic industry.  While it highlights obvious direct effects like need for re-evaluation of processes and designs, it also highlights indirect and unintended pressures and changes facing the industry including increased cost of energy to operate environmentally safe processes, initiation of collaborative management practices among competitors for better life cycle management, and generation of new business opportunities in this direction, adding different dimensions to inter firm competition.  These consequences highlight the complexity of consequences, involving both financial and technical arguments, against considerations of the total environmental equation. 

	8. 
	Roarty, 1997, EU
	Manufacturing sector, Review paper
	The paper examined factors that influence corporate behavior towards the environment and found that one of the consequences of setting new environment rules is creating fresh financial structures (taxes and subsidies) for the industry such that market values reflect society’s preferences.  This result lends weight to market failure/imperfections theory of legislations.  Further, it highlights the new role of consumers and investors as not only recipients of goods and services but as actively involved in defining what they want and how they want it. 

	9. 
	Zhuang et al., 1997, UK  
	Chemical industry, 

Firm level (n=203) primary survey  
	The paper surveyed 203 chemical firms to understand the legislation–firm behavior incongruity in following environmental regulations and found various reasons for the incongruity including absence of governmental incentives and subsidies.  This result highlighted the need for governmental intervention to motivate firms, through introduction of subsidies and taxes in an otherwise market regulated industry. 

	10. 
	Barnes, 1994

UK  
	All industries, General review 
	The paper examined how regulations affect businesses of all sizes. While it listed some short term costs for all firms it found specific concerns of small enterprises where costs associated with environmental procedures itself like paperwork and legal fee of consultants and registration, unintentionally, made their prime activity economically feasible.  Only large firms were able to bear the cost of environmental procedures.   

	11. 
	Venables, 2005, EU 


	Electrical and electronic industry,  Conceptual paper 
	The paper looked at the dilemmas facing manufacturers in the electronic industry and found need for creation of indirect incentives for manufacturers to innovate and in that provide opportunities for business advantage, through supportive legislations. 

	12. 
	Karmierczak et al., 2004,  EU 
	Automotive industry, Exploratory literature search   
	Objective of the paper was to present the ergonomics of disassembly production systems and the author found nature of communication channels between dismantlers and design engineers as indirectly influencing the production systems.


4.4 International Trade 
	No. 
	Author , Year and Location  
	Industry and Methodology
	Summary of main findings  

	1.
	Togeiro et al.,  2004, Brazil 
	Food industry, 

Literature  review of trade and global environmental regulations  
	The paper analysed global environmental regulatory constraints on Brazilian exports and found that environment regulations indirectly affected productive chains in Brazil, especially of small and medium size companies, and agriculture as agriculture based products are exported to developed countries from Brazil.  

	2
	Van Beers et al., 2003,EU 
	Econometric analysis of sector level data from several industries
	The study looked at environmental regulation impacts on international trade the aggregate results support Tobey's findings, namely that no significant impact on international trade is caused by stricter national environmental policies. 

	3. 
	Esty, 2001, USA

 
	Multiple  Industries,

Literature Review 


	The paper studied various environmental concerns in trade like food safety requirements, waste management and disposal rules, and recycling regulations and suggested that expanded trade liberalisation could worsen environmental conditions, like creating international level free riders who will be difficult to track, creating imperfect trade transactions, and imposing unwanted ethical and psychological constraints on many nations. 

	4. 
	Fernie et al., 2001, UK 


	Food Industry, Literature review  
	The paper compared the impact of environmental regulations on various food retailers.  It concluded that each country interprets these regulations in its own way and these regulations are seen to create trade barriers. For example, as drinking cans are banned in Denmark, export of beer to Denmark is economically feasible for only those producers which can afford alternative packaging.   

	5. 
	Low and Williams, 1998,  UK.
	Electronic industry, Technical paper,  
	The paper examined consequence of end of life legislation on suppliers in the UK electronic industry.  It found that other than direct effect of changes in product design, end of life legislation would impact the commercial position of more than 45% suppliers from the Far Eastern countries as the legislation would force them to take products back, remanufacture in Europe or accommodate the negative effects of transportation making the trade economically unfeasible.  This would unintentionally impacting trade between Far East and UK.

	6. 
	Braithwaite, 1995, Canada
	Electronic industry, Case Study 
	The paper studied an entrepreneurial activity undertaken by two entrepreneurs and found new trade opportunities in secondary electronic goods to countries which have less stringent environment regulations.   

	7.
	Prendergast G. P. , 1995, UK,   
	Consumer goods industry, Primary survey of  UK marketing executives
	The paper surveyed marketing executives from consumer goods firms to understand the relationship between packaging, environment and logistics.  Other than substantial cost increase as a direct effect of environment directives, the author also found respondents concerned that logistical complexity under the environment directive would create trade barriers. 

	No. 
	Author , Year and Location  
	Industry and Methodology
	Summary of main findings  

	8. 
	Candice et al., 1994, OECD  
	Manufacturing sector, 

Life cycle assessment approach, Technical paper 
	The paper studied environmental life cycle and trade and found that policies were sometimes unintentionally discriminating against imports, particularly from developing countries. 

	9. 
	Grossman et al., 1993, USA  
	Export-import with Mexico, Secondary data across industries 
	The paper studied impact of US pollution related regulations on export-import between Mexico and found that pollution costs related regulations did not have any direct or indirect affect on trade between the two countries. 


4.5 Organisational systems and processes  
	No. 
	Author , Year and Location  
	Industry and Methodology
	Summary of main findings  

	1. 
	Cerin, 2003,  US and EU
	Telecom industry,  Case Study of Ericsson  
	The paper studied the case of Ericsson to understand linkage between environment and corporate economic benefits.  While studying the direct effect of life cycle assessments (LCAs) on development of more eco-efficient designs, the author found effectiveness of eco-efficient designs requires change in corporate planning systems and formal organisation behavior towards integrating environment concerns at all levels.    

	2. 
	Dept of Trade and Industry, 2003, UK
	Automotive Industry, Technical paper 


	The paper identified concerns on effect of existing regulations on competition in the passenger car segment.  While it listed some direct consequences of end of life legislation it also highlighted need for new systems and processes within the organisation for effectiveness of activities associated with environmental compliance. 

	3. 
	Simon et al., 2000,  UK 
	Electrical and electronic industry, DEEDS project, Survey of 19 manufacturers using interview and action research methodology   
	The paper looked at integration of environment issues into product design.  While the authors suggest a four stage framework for eco-design practice, they also highlight organisational requirement of more complex communication structures and new roles (other than marketing) which will champion the environmentally friendly designs where the responsibility would also include acting as source of expertise and as a channel of communication when knowledge transfer is required. 

	4.
	Miller et al., 1998, USA 
	Manufacturing sector, Primary survey of 200 firms 
	The paper studied effects of compliance on business operations and found that compliance led to changes in existing organizational practices and production work methods.  

	5.
	Prendergast , 1995, UK
	Consumer goods industry, Primary survey of  UK marketing executives
	The paper surveyed marketing executives from consumer goods firms to understand the relationship between packaging, environment and logistics.  Other than substantial cost increase as a direct effect of environment directives, the author also found increased importance of communication between recyclers and end users and hence need for development of formal communication structures between them.  He also highlights emergence of new industry structures in Germany and US, where competitors within an industry develop joint ownership of recycling systems, at various levels, and each firm pays a fee according to their recycled volume.  

	6. 
	Coulson et al., 1995, UK 
	Finance Industry, Technical paper 

  
	The paper looked at the implications of legislative and market pressures on finance lenders and equity investors.  It found that lenders may suffer indirectly because of the effect of environmental liabilities on borrower’s solvency or the security of borrower’s loan.  It gives the example of Maryland Bank in USA which had a huge loan go into default at the end of 1991 due to borrowers’ inability to meet environmental requirements. Some of the implications for lending institutions include increase in costs to carry out rigorous risk assessments, creating structures to encourage borrowers to turn green like ethical savings accounts, discounts etc., and putting investor money in companies directly involved in environmental areas like waste management.  
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Introduction

In the world of commerce, business’ ability to make knowledge work harder to improve both productivity and competitiveness is ‘the next frontier’.  This is encapsulated in concepts such as ‘Learning Laboratories’, continuous improvement, lean manufacturing, etc.  However, the application of knowledge to the work process is not straightforward.  Questions such as ownership of knowledge, knowledge transfer and increasingly complex organisational boundaries make operationalisation difficult.  Knowledge is inherently leaky.  It permeates organisational boundaries – sometimes intended, sometimes not.  Often it is left to perish, with its true value to the business or to the wider world (knowledge as a public good) being overlooked. Moreover, people are defensive with regards to the diffusion of knowledge, but increasing uncertainty and labour mobility generates a circulation of knowledge for good or bad.  This review of the literature seeks first to inform the development of a taxonomy of knowledge leakage borrowing from scholars of knowledge management, industrial organisation, value chains, HRM and trust-based relations amongst others. We have focused on papers that provide either seminal conceptual tools (such as core competences) or empirical insights or trends. 

We start with brief discussion on knowledge which clarifies our understanding of the concept for our subsequent work on knowledge leakage and taxonomy building.

1. Knowledge

Definition of knowledge 

Knowledge has been well discussed in the literature, and it has different meanings depending on the discipline in which it is used.  In here, Awad and Ghaizri’s (Awad and Ghaziri, 2004) definition is adopted in which knowledge refers to what is gained through experience or study that enables a person to perform a specific task.  It is important to distinguish between information and knowledge for the purpose of this research.  Firestone and McElroy (Firestone and McElroy, 2005; Firestone and McElroy, 2005) distinguish between information and knowledge.  Information is referred to as a questionable concept, which could or could not deliver true benefits to an organisation, while knowledge is substantiated much further.  It is believed that knowledge has been tested and assessed over time and is a more tangible notion, the benefits of which can be easily determined; it can be an existing structure of information (for example DNA instructions, beliefs or claims) that could facilitate the existing system that developed it to adapt.  There are many classifications in the literature that fits the above definitions and some of these classifications are reviewed below.
Classifications of knowledge 

For economists, knowledge manifests itself in two basic forms: embodied and disembodied.  Embodied knowledge resides in devices, equipment, machinery, and materials, as well as in human beings in the form of ideas, expertise, skills and routines.  It is not, therefore codified or even amenable to codification, and hence is vulnerable to loss or neglect.  By contrast, disembodied knowledge is accessible to us all through databases, manuals, patents, specifications, IPRs, scientific books and journals.  In general, the greater the codifiability of knowledge, the lower the barriers to entry.  Codification is thus a danger, nevertheless at the same time, the absence of codifiability may often mean that firms may fail to systematise their knowledge base and maximise the returns from their knowledge flows. Styhre (Styhre, 2004) believes that knowledge is only useful in a social, contextual and holistic setting and therefore should be examined within the same setting.  That by codifying knowledge, some of it will be lost.

Knowledge can also be classified as either explicit or tacit knowledge; the former being easily codified and the latter being embedded in the human brain and cannot be expressed easily (Grover and Davenport, 2001).  Similarities between disembodied and tacit – disembodied is held within people rather than machines – some of this disembodied knowledge may indeed be tacit – it cannot be made explicit, however there may also be disembodied knowledge held by the person that can be made explicit should the person choose to do so.  The concept of tacit knowledge has previously found fascination among organisational/management theorists and the knowledge management research community and is derived from the philosopher Polanyi (Polanyi, 1958).  In discussions around tacit and explicit knowledge (Nonaka and Takeuchi, 1995) there remains a belief that tacit knowledge can be rendered explicit and hence shared and extensively utilised (Marshall and Sapsed, 2000).

Styhre (2004) believes that the demarcation between explicit and tacit knowledge is a false dichotomy and that explicit and tacit knowledge is intertwined; a continuum between intellect (objective knowledge) and intuition (subjective understanding). Reviewing the literature on tacit knowledge Styhre (2004) highlighted Boisot’s (Boisot, 1998) distinctions of tacit knowledge to include: a) matter that are said because everybody understands them and takes them for granted; b) matters that are not said because nobody fully understands them, and thus they remain elusive and inarticulate; and c) matters that are not said because while some people can understand them. Styhre (2004) states that knowledge management theorists have been emphasising the third variant, the present study is addressing all the above-mentioned Boisot’s variants.

Invoking Styhre’s (2004) proposition of a continuum between intellect and intuition, Popper’s (Popper, 1983) three worlds can be summarised as follows: “World one consists of the physical world of objects and states.  World two is the world of the subject that consists of consciousness, of subjective experiences and understanding. World three consists of objective knowledge, knowledge which is independent of the knower” (Blackman, Connelly et al., 2004, p12).  However, rather than depict the three worlds as discrete entities, Popper (Popper, 1983) argued, “world three objects have an effect on world one only through human intervention, the intervention of their makers; more especially, through being grasped, which is a world two process, a mental process, or more precisely in which world two and world three interact (p 265).  Inline with the Popper’s (1979) suggestions Mukherjee’s et al., (Mukherjee, Lapré et al., 1998) proposes two learning dimensions: conceptual and operational knowledge.  The former relates to know-why and the latter relates to know-how. Conceptual learning is the process of acquiring a better understanding of cause-and-effect relationships, i.e. the acquisition of know-why.  Operational learning is the process of obtaining validation of action-outcome links, i.e. the acquisition of know-how.

Popper’s (1979) perspective of knowledge is also similar to the view of Mode I and II suggested by Gibbons et al., (Gibbons, Limoges et al., 1994) and Billett (Billett, 1997), the former being linked to scientific knowledge and the latter being application-oriented which is contextually bound.  Likewise, Billett (1997) identified knowledge as propositional (i.e. Mode I), procedural (i.e. Mode II) and included a third category: dispositional, i.e. learnt values, attitudes and interests that predispose the acquisition and treatment of knowledge.  For knowledge to be meaningful, Fleck (Fleck, 1997) propose that it needs to be within an appropriate contexts such as: domain (an area of expert focus which provides a particular view; for example the accountant vis-à-vis the engineer); situation (assemblage of people and objects in discourse at the same point in time) and milieux (character of the immediate physical and social environment in which knowing activities take place such as workplaces over time). 

However, there is a wider debate around types of knowledge and the above-mentioned classifications of knowledge fits several similar classifications found in the literature. The authors are aware that there is extensive literature on knowledge, but it is beyond the scope of this text to discuss these literatures any further and will focus on the concept of knowledge leakage in the following sections to explore how knowledge flows affects an organisation.

The concept of knowledge leakage
There are different terms used in the literature to refer to the concept of knowledge leakage.  Terms mentioned include knowledge seepage (some use e.g. (DiRomualdo, 2004; Kingston, 2004; MacDougall and Hurst, 2005); knowledge transfer (commonly used e.g. (Bhattacharya and Guriev, 2004; Huang, 2004; Kingston, 2004; MacDougall and Hurst, 2005; Marti and Fallery, 2005)); knowledge loss (some use, e.g. Huang, 2004; MacDougall and Hurst, 2005); knowledge disclosure (rare use Bhattacharya and Guriev, 2004) and knowledge leakage (some use e.g. Bhattacharya and Guriev, 2004; Vohringer, Kuosmanen et al., 2004). In the references cited above, consideration is given to the movement of people. 

Knowledge leakage can take a positive or negative form.  Annansingh, (Annansingh, 2005) defines knowledge leakage as “the possibility of information or knowledge that is critical to the organisation being lost or leaked – whether deliberately or unintentionally – to a competitor or unauthorised personnel”.  This is perceived as negative knowledge leakage as sole ownership of knowledge, leaks away from the origin it may lead to a loss of competitive advantage.  Knowledge leakage can also be positive, Vohinger et al., (Vohringer, Kuosmanen et al., 2004) defines knowledge leakage in positive terms when it occurs in the form of information spill over between project partners.  This is as the know-how about a particular project is transmitted, if project is successful, then the established projects shows project is successful, which in this case the transmission of the information lead to a positive results.

It is essential that organisations differentiate between the types of knowledge that can be leaked and have an impact on the organisation.  MacDougall and Hurst (MacDougall and Hurst, 2005) and Matusik and Hill (Matusik and Hill, 1998) make the distinction between what can be leaked as public knowledge and private knowledge.  Public domain knowledge they refer to as: knowledge that resides in the external environment.  While private knowledge is referred to as the key competitive knowledge such as an organisation's unique routines, processes, documentation and trade secrets.  Matusik and Hill (1998) believe that it is a competitive threat if the private knowledge is leaked into the public domain (cf Section 5 below relating to Human Resources). 

Mansfield’s (Mansfield, 1985) study investigated a number of sectors
 and the rate at which information about development decisions leaked out to competitors or into the wider business community.  It is reported that for one fifth of firms, leakage occurs within six months.  At best, such critical information is in the hands of rivals between 12 and 18 months.  There are some sectors – chemicals and glass – in which leakage is slower.  Leakage regarding process innovations is slower due to better internal capabilities to generate them with less communication and interaction.

It is important that organisations distinguish between the consequences of knowledge sharing (both parties have access to it) and absolute knowledge loss (that is, one firm’s gain is another’s loss, as in the flow of people.  The routes though which knowledge leakage occurs are identified as informal communication networks, professional networks and employees moving from one firm to another, which will be discussed in more detail in the human factors section below.

2. Building on knowledge resources

Dynamic capabilities and core competences

Teece, Pisano and Shuen (1997) argue that ‘[w]inners in the global marketplace have been firms that can demonstrate timely responsiveness and rapid and flexible product innovation, coupled with the management capability to redeploy internal and external competences.’ (p7)  They define dynamic capabilities as the firm’s ability to integrate, build, and reconfigure internal and external competences to address rapidly changing environments. (p8).  The challenge for business organisations is sustainable profitability.  In a highly competitive world, this requires the development of both internal dynamic capabilities (see above/below), and the ability to influence the external world. 

Profitability is determined by the ability to construct or take advantage of barriers to the entry of competitors.  Economists refer to this as the ability to appropriate ‘rents’; that is, to take advantage of scarcity.  Rent describes a situation where the parties who control a particular set of resources are able appropriate rents out of scarcity value – and maintaining it – by erecting barriers to entry to eradicate or limit effective competition.

The use of core competences to develop dynamic capabilities is intimately linked to the conceptualisation of the Resource Based View of the Firm (RBV).  The work of Wernefelt (1984) and Barney (1991) informs this framework under which resources and capabilities become strategic where three conditions are met: 

· Customers must view the resources as valuable. 

· The resources must be sustainable. 

· Resources must be homogeneous, i.e. not tied to a specific product or market type in order that they can be transferable
 

We can identify three key configurations.  First there are internal capabilities that are explicit and homogenous such as product development and strategic decision making which pool business, functional and personal expertise (Eisenhardt and Martin, 2000). Second, there are internal capabilities that are tacit and heterogeneous such as knowledge resources (Grant, 1996; Kogut, 1996).  Thirdly, there are critical inter-relationship capabilities such as commercial alliances/inter-firm cooperation (Lorenzoni and Lipparini, 1999; Eisenhardt and Martin, 2000; Schmitz and Knorringa, 2000; Bessant, Kaplinsky et al., 2003).


These capabilities are limited by (Wernerfelt, 1984; Barney, 1991):

· The history of the firm and in particular, its technological trajectory (Teece, Pisano et al., 1997);

· Knowledge of market characteristics (as this may deter new market exploration).

· Types and strengths of relationships (e.g. membership of a buyer network).

In addition, argue Eisenhardt and Martin (2000, p1110), inimitability and immobility (i.e. homogeneity) are rendered irrelevant in the context of sustained advantage. Dynamic capabilities, consequently, are restricted to fostering competitive – but not sustained – advantage for the firm.  The possession of dynamic capabilities, therefore, may be seen as a necessary condition for business development – particularly in the realms of balancing the demands of exploitation (fully realising the value of existing platforms and products) and exploration (investing in new platforms and technologies).  From a strategy perspective, the concept of core competences is also significant.

Taylor (2002) also lamented on the level of abstraction where knowledge is concerned, and suggested that “Honest probing is needed now, rather than glib answers”. 

Prahalad and Hamel (1990) offer three tests for firms seeking to identify their core competences:

· that a core competence provides access to a wide variety of markets.  This may be either a technological or a management capability. 

· that customers see that it adds significant value to the end product.

· that it is difficult, if not impossible to copy. (pp5-6) 

· Whilst rival firms may be able to acquire technologies that comprise a core competence, this may be restricted if the core competence is a ‘complex harmonization’ of technologies production and managerial routines (see barriers to entry).

· Whilst the criteria for the test may at first appear unremarkable, the inability of firms to identify their core competences has often led to their demise or sub-optimal performance.  Prahalad and Hamel note that firms tend to be better at listing their capabilities than their core competences (hence the value of the test).  It is also argued that firms are unlikely to build expertise in more than 5 or 6 competences; and to attempt to do so may be strategically unwise, or indeed to resort merely to listing capabilities. 

Another way of looking at core competences for firms is to focus on core products to act as ‘lynchpins’.  Their most compelling example is Honda’s engines which enable the company to compete in a number of markets and is derived from complementary technological, production and managerial competences.
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Figure 3.1: Competences: The Roots of Competitiveness derived from Prahalad and Hamel, 1990
The significance of core competences and their contribution to business strategy are summed up in Figure 3.1 above.  At the base is neither the product nor the business. Rather – to use the biological analogy – the limited core competences form the ‘roots’ with the lynchpin products as the stem or trunk.  Further up is located the appropriate business unit to deliver the end products (or leaves) for the ultimate customer or consumer.

Rarely do single concepts provide a full picture of firm behaviour in either predictive or prescriptive senses.  A series of complementary concepts are useful in expanding understanding in recognising the primacy of inter-firm linkages in the attainment of systemic efficiency. 

In Reed and Walsh’s paper on enhancing technological capability through supplier development (Reed and Walsh, 2002) they describe a historical view of large companies as being ‘in-house’ designers with funding for internal research and development (R&D) and spare resource for speculative work, which allowed them to be forward thinking as well as developing current products.  The change within manufacturing industry to supply chains development and with the focus shifting to core competencies means the responsibility is shifting for the advancement of technology and smaller suppliers may not have the resources to plan for new technologies (or ‘technology look ahead’ activities), or may be unaware of the needs of the original company (p231).  They also suggest that original equipment manufacturers (OEMs) may not share [leak] advanced knowledge of future needs with suppliers unless specific action is required which may have implications for maintaining technological capability.  Their study of two aerospace and defence organisations found that their supplier development programmes were found to enhance supplier technological capability.  The EU productivity report showed the EU outperformed the US in industry groups where innovations rose from in house R&D (O’Mahory and van Ark, 2003, p12) R&D investments linked to increased productivity.  Small suppliers are less likely to ‘look sideways’ at potentially disruptive technologies emerging in other industry sectors (Reed and Walsh, 2002, p232).

Scarborough (1998) attacks the resource-based view of the firm for resulting in a weak link between competencies and performance, as he maintains “little attempt to demonstrate the mechanical links, between competencies and performance, other than in the broad terms of the root and branch metaphor propounded by Prahalad and Hamel (1990)” (p224, original emphasis).  Consequently, “theorists attempt only the sketchiest account of the nature of resources and competencies, preferring to identify them inductively from evidence on a firm’s functional outputs or competitive advantage” (Scarborough, 1998, p223).  It is observed that our understanding of knowledge remains abstract, as Styhre (Styhre, 2004) argues “the doctrine of tacit knowledge is based on a belief in a rational human mind that can structure, organise and make sense of complex realities; when this process is not fully understood, the forms of knowledge generated are called tacit knowledge; tacit knowledge is thus an anomaly in a representativistic paradigm, a failure to express what we think we know; it is rare that the assumptions and underlying ideas of the notion of tacit knowledge are articulated or discussed.” (p185)

Barriers to entry

Schumpeter provided an analytical framework to show how scarcity can be constructed (Schumpeter, 1961).  He distinguished the process of ‘invention’ (having an original idea, a ‘new combination’ in his words) from that of ‘innovation’ (turning a new idea to commercial advantage).  Entrepreneurship is defined in the act of innovation.  If this innovation is difficult to copy, then the entrepreneur earns a super-profit which exceeds not only the cost of the invention and the associated innovation, but the returns to economic activity in other activities which are less well protected from competition.  Over time this innovation is copied (the act of ‘diffusion’) or superseded by a new, superior innovation.  It is this ‘Schumpeterian motor’, the search for producer rents, that spurs the innovation process and subsequent diffusion and that drives forward economic growth.  For Schumpeter, the entrepreneurial rents were almost always dynamic.
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Figure 3.2: The generation and dissipation of entrepreneurial surplus
Figure 3.2 shows the process at work.  In each industry the equilibrium is defined by the ‘average’ rate of profit.  Following the introduction of a ‘new combination’, the entrepreneur reaps an ‘entrepreneurial surplus’ that provides for abnormal high incomes.  Then, as the new combination is copied and diffuses, the producer surplus is whittled away, and is transformed into a consumer surplus as prices fall and new and better quality products are made widely available.  But all this does is to renew the search for ‘new combinations’, either by the same entrepreneur or another entrepreneur. 

It is clear from this that one link between innovation and income is to be found in barriers to entry.  Given that a product is being produced that consumers want, the greater the barriers to entry, the more likely incomes will be high.  So, the key questions for the producer are: how impervious are these barriers?  Can the ‘new combination’ be easily copied?  Can it be circumvented, perhaps by using a similar process?  Or, can it be superseded by a new and even better combination?  Thus it is that barriers to entry are a central component of the theory of rent, and similarly that the theory of rent provides a key to understanding the availability and sustainability of high incomes.  

Barriers to entry and the ensuing appropriation of rents is critical for the study and understanding of Knowledge Leakage.  In particular, with the rapid progress of China, India and other low wage economies (including those in Eastern Europe), the barriers to entry are being eroded in the physical transformation links in many value chains.  In the development of dynamic capabilities, these are the easiest to master and ‘manufacturing’ capabilities are becoming increasingly widespread.  Conversely, the most enduring barriers to entry are increasingly found in knowledge-intensive sectors and activities, such as design, chain co-ordination (the exceptional example in UK retail being Tesco) and marketing.  This involves a combination of moving to knowledge-intensive links in the chain (functional upgrading in the value chain literature, (Gereffi, 1994; Kaplinsky, 2000; Gereffi and Kaplinsky, 2001)), and into knowledge-intensive activities within each link in the chain (process and product upgrading). – congruent to core competences and is complimentary.

The East Asian countries which have successfully industrialised in the last quarter of the twentieth century, based in large part on the export of manufactures, have been systematic about this strategic positioning.  Figure 3.2 shows the upgrading path which they have used.  It is a path which begins with the simple assembly of components (OEA – Original Equipment Assembly), and upgrades into the manufacture and assembly of products sold under the brand names of other firms (OEM – Original Equipment Manufacture).  Then, when manufacturing in these sectors becomes too competitive, they have developed their own brands (OBM – Own Brand Manufacturing), such as Daewoo and Samsung.  But when even this is unable to protect their rents, they branch out into new chains.  As Figure 3.3 shows, this is an upgrading path in which disembodied knowledge rather than production skills alone becomes increasingly important (for a discussion of knowledge intensity see Section 4 below).
Figure 3.3: The Ideal-type of a Successful Value Chain Upgrading Strategy
The emergence of Global Production Networks (GPNs) has some bearing on our discussion (Ernst and Kim, 2002). GPNs are essentially a set of inter-firm relationships that bind a group of firms into a larger economic unit (Sturgeon, 2001, p2).  They have a bearing because GPNs are potential conduits of knowledge diffusing between ‘member’ businesses across boundaries.  The direction of knowledge transfer is often between businesses in the developed world and those acting as (lower-tier) suppliers in low-cost locations mediated by ICTs (information and communication technologies).  Hence it is immensely valuable in the context of economic development; though the consequence of knowledge leakage is less well understood.  And the globalisation is driven partly by the search for distant markets with a view to amortizing often huge R&D costs that cannot be covered by sales in domestic markets alone.

[image: image14.emf]Value chain analysis offers a wealth of insights for firms, business support agencies and governments alike.  As a model it is disarmingly simple such that all actors can locate themselves within the chain and assess the extent of their ‘degrees of freedom’ vis-à-vis the chain’s governor or governors.  It can also be used as a tool for businesses to inform a strategy of upgrading; that is, to (re)position themselves in the chain in order to realise as much value from their normal activities as possible.  For example, moving up the chain from mining raw materials to processing or sub assembly to final assembly.  In the context of knowledge leakage the value chain framework can be used to map knowledge transfers and assess the extent to which these can be, and are, used in the upgrading process.  For example, in moving from sub-assembly to OEM.
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Figure 3.4: Value chain schematic

Agency Theory and Stakeholder Theory

On agency theory versus stakeholder theory, (see Shankman, 1999).  There is a fundamental dominance of the agency theoretical perspective, which relies heavily on economic perspective.  Arguably the agency perspective contrasts sharply with the stakeholder perspective where co-operation is desired (see Section 6 below in our reference to Adler’s alternative view of Marxism and Trust).  Moreover, we observe that many studies at the firm level tend to view from an intra-organisational perspective, and there needs to be a resolution of the inter-organisational viewpoint. On this point, a conflict in the notion of core-competencies arises; that is, if we now expect firms to co-operate within their supply chain, to whom will the competitive advantage belong to?  The host organisation where the core-competence is developed? To the strategic alliance?  These are certainly challenges raised in any assessment of knowledge leakage.

Knowledge and Business Improvement Methodologies

Knowledge leakage is often a key element of the successful implementation of business improvement methodologies, for example, Continuous Improvement (Bessant and Caffyn, 1997; Caffyn and Grantham, 2003).  Total Quality Management (TQM) which owes much to the collective contributions of Crosby (Crosby, 1979), Deming (Deming, 1982), Juran and Gryna (Juran and Gryna, 1993) and Feigenbaum (Feigenbaum, 1991).  More critical and recent debates include those by McAdam (McAdam, 2004) and Taylor and Pearson, (Taylor and Pearson, 1994).  From an operations perspective, lean production systems (Womack and Jones, 1996; Shah and Ward, 2003) now prevail informed by metrics and operationalised through improvement methodologies such as Continuous Improvement and supply chain management (Bessant, Kaplinsky et al., 2003).

Complexity, cost and globalization ensure that firms increasingly interact across the boundaries of (internal) functions (e.g. planning, production), the firm (e.g. industrial clusters), and nations (for example, outsourcing).  Increasingly collaboration mediates new product development (Wheelwright and Clark, 1992; Oliver and Blakeborough, 1998) which is challenging in the context of innovation management; for example, protection of intellectual property (Tang and Molas-Gallart, 2005) and effective functioning of dispersed teams (Sapsed, Gann et al., 2005) and utilizing accrued knowledge through Learning Networks (Bessant and Tsekouras, 2001).

Finally, on inter-play between state and industry, (see Harrison and Kessels, 2004) and (Lam, 1998; Lam, 2000)).  State intervention in promoting lifelong learning and the development of a knowledge economy via national policy that has a strategic outlook (Harrison and Kessels, 2004). 

3. Knowledge intensity

Autio et al define knowledge intensity as the ‘extent to which a firm depends on the knowledge inherent in its activities and outputs as a source of competitive advantage’ (Autio, Sapienza et al., 2000, p913).  The measurement of knowledge intensity in firms and the economy as a whole is problematic and often blunt. R&D activity is a widely used indicator captured by R&D expenditure, R&D expenditure, education and training, software, market research, design, patents, licenses, capital investment, intermediate goods acquisition (Smith, 2002), R&D/Sales (Lepak, Takeuchi et al., 2003).  Others deploy Tobin’s q ratio which measuring the relationship between a company’s market value and its replacement value or its physical assets (higher ratio suggests greater knowledge intensity, see (Sveiby, 1997; Swart and Kinnie, 2003)
Other measures include: level of education of employees (Smith, 2002) and type of workforce employed (knowledge-based, job-based, contract, alliance/partnership etc, see (Lepak, Takeuchi et al., 2003).

There is also a recognised hierarchy of knowledge intensive tasks based on the problem being solved – in recognition of the fact that there are different ways of using knowledge (Shadbolt and Milton, 1999). Lepak et al (2003) argue that intensity is also captured by the degree to which organisations rely on standardised knowledge, or on unique employee contributions. 

Perhaps more interesting is indicators offered by Roper and Cronet (Roper and Cronet, 2003).  They discuss stock of knowledge within an organisation measured through an assessment of managerial and production techniques (such as the use of IT systems). 

At the subjective level, Autio et al have used Likert scales to assess organisations’ knowledge intensity (Autio, Sapienza et al., 2000).

Knowledge stocks

For our own purposes, we assume that knowledge is dynamic.  It is both a stock and a flow: 

· the stocks refer to the accumulated knowledge within the firm

· the flows refer to both inflows of knowledge, and outflows of knowledge.

Many firms have weak routines for assessing their knowledge stocks, and maximising the potential returns from these knowledge stocks.  To sustain barriers to entry and rents, firms have an active interest in minimising the outflow of knowledge.  However, because firms are incorporated in chains, and because they are engaged in dynamic repositioning within their chains, they also have a simultaneous interest maximising inflows of knowledge, and outflows as well (for example, in supply chain development).  Meer-Kooistra and Zijlstra’s paper on intellectual capital (IC) contains some interesting discussions regarding the importance of the collection, ‘storage’ and interpretation of information to be transformed into economic value, and specifically the ability to replicate knowledge held within the expertise and experiences of people (van der Meer-Kooistra and Zijlstra, 2001, p456).  They explain the knowledge held within people can create value, due to co-operation and co-ordination by which exchanges of knowledge occurs and new knowledge can be developed.  They go on to explain how these experiences and expertise can be captured and codified (for example through patents, copyright, databases, etc) which they categorise as IC assets and those that are tacit, referred to as IC skills.  They also explain that IC can exist through a network of organisations instead of a product of a single firm.  In the above example we can see reference made to stocks of knowledge and flows of knowledge, both of which are important to this body of research.

Organizations must also make use of external stocks of knowledge. Internationalizing firms must first apprehend and assimilate new knowledge in order to compete and grow in markets about which they have little prior experience (Autio, 2000). Autio et al also suggest that this apprehended knowledge is most effective when it is in the proximity of existing knowledge (p8).  The assimilation of new knowledge also involves the unlearning of old knowledge – effects of KL from new knowledge. Autio, Sapienza and Almeida also comment that firms that internationalise at a later stage are likely to have developed competencies constraining what they see and how they see it (with reference to new knowledge) which they refer to as “cognitive impediments to learning”.  Therefore exposing themselves to a higher risk (p10).

Yanow (2004) suggests one way that knowledge is lost is through not taking advantage of sources of information, the example he gives is of delivery drivers who are in ‘intimate’ contact with shop owners and customers are not consulted when market information is sought.  He suggests that this information is not sought because it is devalued because it is held by those at lower levels of the organization.  He goes on to explain that these types of knowledge loss usually occur over hierarchical lines, although it might also be found across generations (new employees not learning from old employees, etc).

Knowledge stocks and their transfer

In this context, Shadbolt and Milton (1999) make some interesting comments about the transfer of knowledge from experts:

· Experts vary in how well they can articulate knowledge;

· Experts vary in how well they recall information in a given context;

· Experts vary in their ability to recall the same information in different tasks;

· Experts may vary in the validity of their knowledge and the extent to which they misinterpret information, and are biased or error prone.

They also mention the importance of selecting the correct way of communication knowledge suggesting “a well-chosen analogy, anecdote or diagram can make all the difference when trying to communicate a difficult idea to someone” (p311), and that “ordinary language is the main form of communication, yet it is so full of jargon, assumptions and ambiguities that people often fail to understand what others are trying to say (p313).

Knowledge flows between firms

Smith (2002) develops this in hypothesising that the knowledge base of a firm (a systematically coherent set of knowledge) may be distributed among many agents  and it is important to understand the embodied and disembodied (the two forms he attributes) knowledge that flows between them.  Embodied flows, he notes, occur through the entry of products, as capital or intermediate inputs, into the production process (machines, equipment etc).  Performance improvements generated in the firm or industry that develops these products show up as productivity or quality improvements in the recipient firm or industry.  He describes disembodied flows as all the ‘background’ knowledge required within competencies.

Smith goes on to discuss knowledge flows in the interaction between firms; in particular:

· Purchase of intermediate or capital goods embodying knowledge

· Purchase of licences to use protected knowledge

· The exploration of markets (p15).

He distinguishes between three areas of product-relevant knowledge: firm-specific knowledge, sector or product-field specific knowledge, and generally applicable knowledge (p19). 

Many companies now understand the significance of proprietary data (data upon which the company is managed) and shared data (shared through a contract or standard to which all parties agree).  This has increased in importance as many companies are outsourcing to third parties, (Stefansson, 2002).  The supplier is typically cast as the recipient of knowledge – though this is not always the case. Roper and Cronet (2003) recognize the “mutual interdependence and the value of more effective knowledge co-ordination than that associated with more adversarial supply-chain relationships” (p340).

Roper and Crone’s model of knowledge complementarity was developed to look at the relationship between partner’s knowledge portfolios and the knowledge co-ordination activity that takes place between them (although no direct relationship was found).  They define the knowledge co-ordination in terms of firm’s participation in knowledge sharing activities.  Understanding the relationship between parties (or holder of stocks of knowledge) increases our understanding of the information flows between them.

They cite Buckley and Carter’s (1999) discussion of knowledge co-ordination who discuss ‘additive complimentarity’ where the transfer of knowledge yields immediate gains, ‘sequential complementarity’ where transferred knowledge stimulates further knowledge seeking behaviour, and ‘complex complimentarity’ where the knowledge possessed by each party is of value to the other, and where reciprocal knowledge transfers occur (Roper and Crone, 2003, p342).  They found it difficult to measure the flow of knowledge between the MNE plants they were researching and their suppliers and focuses instead on their participation in a number of knowledge co-ordination activities.  They also distinguished between incidental (which they suggests is more widespread) and intentional (with the specific intention of transferring knowledge) activities 
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Table 4.1: Knowledge coordination activities (Roper and Crone, 2003, p343)

Roper and Crone also suggest the importance of willingness to take part in knowledge co-ordination activities.  For example they cite Wong (1992) who found evidence that knowledge transfers from Singapore based multinationals to their local suppliers were mainly regarding generalised manufacturing practice (know-how) and very rarely regarding design capability.  Roper and Crone conclude that knowledge transfers are associated with organizational and production knowledge and not managerial knowledge.  A supplier’s willingness to absorb transferred knowledge is also important, and depends on, for example, the perceived profitability of doing so.

Roper and Crone additionally hypothesise that if a knowledge gap between a firm and supplier is beyond a certain size, the recipient will be unable to assimilate all the transferred knowledge (resulting in knowledge leakage (Young and Lan, 1997). Unfortunately they do not discuss this in relation to their findings.

Stefansson (2002) notes that data sharing between parties in the supply chain is of great interest to logistics management.  The flow of information is essential for effective movement of consignments, efficient data sharing can increase resource utilization and reduce costs.  Critically, the elementary factor to bear in mind is the development of effective information flow within supply chains is the development of communication abilities that all parties can use effectively. 

Un and Cuero-Cazura (2004) believe that knowledge is created (development of knowledge stocks) during interactions among individuals, and especially through individuals who possess different knowledge sets, through which knowledge is shared and transformed.  They also believe that interaction is how the flow of tacit knowledge from one individual to another occurs.  They also explain that these interactions rely on:

· the willingness of individuals to share their knowledge, and 

· that individuals with different knowledge sets understand one another (2004 pS29). 

Ndofor and Levitas (2004) discuss the importance of a firm’s abilities to inform external stakeholders of the value of their knowledge when this intangible asset forms the basis for the firms future growth and profitability.  This verification could be for obtaining financial capital, the forming of alliances or legitimisation, or retaining highly skilled workers. 

Ndofor and Levitas comment that “facilitating the valuation of knowledge by external stakeholders, firms may also inherently promote the ability of competitors to copy or imitate this knowledge” (p685).  Competitor imitation has been shown negatively to impact market and accounting performance see De Carolis, 2003).

In their paper, Ndofor and Levitas (2004) suggest that knowledge does not have to be accessed or transferred in order for its value to be ascertained. Instead they can signal this value through their knowledge endowments (a method they refer to as ‘signalling’ (p688).  A firm’s endowment is described as “[t]he resources and capabilities [especially knowledge] used by a firm to compete and gain sustainable competitive advantages” (p686).  Their method of assessing a firms ‘knowledge endowment’ could also be used as an indication of how firms control the flow of information.  They not only assess the firm’s knowledge residing in what it can currently do, but also how it allows for future growth.  They explain that resource deployments may reduce due to competition on environmental change, but firms with knowledge options can position these resources in new ways, maintaining or enhancing their competitive advantage.  Their framework for how companies signal the value of knowledge has resulted in a matrix (Figure 4.1 below):


Figure 4.1: Firm-level and environmental uncertainty matrix

This grid is based on perceived (high or low) firm-level uncertainty, or a lack of understanding or doubts a stakeholder has regarding a firm’s internal abilities and perceived (low or high) environmental uncertainty, or the uncertainty facing all firms within an environment (p689).  They believe that firms residing in the different quadrants, use different signals to communicate knowledge, in this case, to investors and potential employees.  There observations were as follows:

Quadrant 1 (top left): superior knowledge endowed (e.g. Microsoft)

Capital and labour markets are already familiar with the quality and level of the firm’s knowledge.  Managers confine their efforts to signalling intentions of the firm including press releases, job postings, and product pronouncements.

Firms in this quadrant are also most susceptible to unwanted inflow of knowledge, for example the interests of unqualified stakeholders (e.g. firms that receive numerous employment applications that they reject).  And therefore must also engage in signalling efforts to discourage the unwanted inflow of information.
Quadrant 2 (bottom left): superior endowed firm

Capital and labour markets are confident about the environment but not the firm itself. It is critical for the firm to reduce this asymmetry and the most effective signals are third-party affiliation, capital structure and dividend policy.

Quadrant 3 (top right): superior endowed firm

Capital and labour markets are confident about the firm, but not the environment (e.g. high-tech companies within the internet environment of the late 1990s).  Strategic alliances and patents (the firms ability to convert R&D into new knowledge) stand out as credible signals as those that signal strategic flexibility

Quadrant 4 (bottom right): superior endowed firm

Capital and labour markets are confident about neither the firm nor the environment (e.g. the new ‘dotcoms’ of the 1990s).  A drawback of signals to improve the perceived uncertainty of the environment is that the costs are borne by the firm, but the benefits are seen by all firms operating within that environment (this is especially dangerous as quadrant 3 firms may reside in the environment.  Therefore companies invest in the same signals as quadrant 2 (pp691-698).

Styhre (2004) also makes a suggestion that knowledge is only useful in a social, contextual and holistic setting and therefore should be examined within the same setting.  That by codifying knowledge, some of the knowledge will be lost.

The Bergsonian view Styhre refers to in the title of his paper is taken from Henri Bergson. Styhre draws on his comments and argues that the notion of tacit knowledge is produced in a “rationalistic, foundationalist doctrine of knowledge wherein that which cannot be fully represented” (p178).  And that these ambiguous and confusing attempts at representation are subject to misunderstanding or are excluded from the discussion.  He also argues that tacit and explicit knowledge are not discrete categories, but always coexist in one another.

Styhre also mentions the importance of ‘intuition’ as well as tacit knowledge, as part of a persons ability to make sense of information (p179)

4. Human factors

People issues

From the definitions of knowledge provided in Section 2 above, it can be seen that knowledge, especially of the tacit nature, resides in individuals and it is the understanding of this knowledge that has driven much knowledge management research.  This section therefore is devoted to people issues and the sub-sections that follow will delve deeper into areas of human resource management and trust, with a view of searching for links between people issues, knowledge and productivity.

The importance of knowledge sharing

Much research exploring the links between human resource management (HRM) and knowledge focuses on the efficacy of knowledge sharing. For example, Swart and Kinnie (2003) explored through case study research HR practices of recruitment and selection, resource development and participation on knowledge integration within distributed knowledge systems.  They emphasised the sharing of knowledge and highlighted “the provision of social supports for interconnecting various stakeholders in the knowledge sharing process (p70); (see also Treleaven and Sykes, 2005). Sharing knowledge about organisational activity including process, changes in products and services among the workforce is also seen as beneficial to organisational efficiency and effectiveness since the act of sharing such knowledge can make employees feel involved in making the organization successful.  Indeed, social support mechanisms such as story-telling (Kleiner and Roth, 1997), communities of practice (Wenger, 2000) and learning ‘laboratories’ where complex organizational ecosystems integrate problem solving, internal knowledge, innovation and experimentation, and external information (Leonard-Barton, 1992) have seen increasing adoption in practice by many sectors.

Current trends in the labour market
The importance of knowledge sharing amongst the workforce cannot be over-emphasised.  Current trends necessitate the consideration of effective knowledge sharing.  For example, the problem of aging in Europe could mean 20% of the European population will be over 65 years old by 2025 (Farrell and Knight, 2003). Therefore, this means that knowledge of workers needs to be harnessed effectively so that the impacts of knowledge loss amidst a rapidly retiring working population and a constricting labour market can be mitigated.

More crucially in the short-term, a recent study revealed that 90% of the UK workforce have permanent contracts; yet, these workers stay in the same organisation for merely an average of seven years and four months (Taylor, 2002).  With such trends, the harnessing of knowledge from the workforce becomes an even more pressing priority.

Knowledge loss through people movements

The literature associating knowledge loss and people issues tended to look at the implications of people movements. For example, DiRomualdo (2004) coins the term “knowledge seepage” when discussing about the shifting of jobs from one set of employees to another in the context of offshoring.  According to DiRomualdo (2004), the conditions of off shoring are mostly not useful to a complete transfer of knowledge and know-how, particularly when the workers requested to transfer their knowledge face redundancy.  In addition, expert staff may also seek jobs elsewhere as they see their colleagues being redundant and therefore feel that everyone is expendable.
Similarly, Treleaven and Sykes (2005)  state that as a social process knowledge sharing within and across organisational networks support spontaneous practices (which consecutively enhances organisational capability); such organisational knowledge is reported to be lost rapidly where staff turnover is high or where demoralised staff withdraws their organisational loyalty.  Knowledge seepage is also reported to happen when all human expertise in an area is steadily lost as the specialists and users become reliant upon the system (Kingston, 2004).  This particularly is considered as a major risk to organisations mainly in the commercial climate as reorganisation is influential and regular.  Thus, DiRomualdo, (2004) suggests that “risk factors” should be identified and the effect of shifts in organisational change can be assessed.

Treleaven and Sykes (2005) also argue that restructuring around a company’s managerialism without consideration of differential appraisal of worth, results in losses of organisational knowledge. For example, when skilled practitioners are retrenched and new management positions are introduced to prioritise financial training and management know-how in company environment, it results in the company losing personal knowledge developed through the application of professional training and experience in specific fields.  Treleaven and Sykes (2005) maintain that losing such tacit and heuristic knowledge of workforce (particularly in client services) may not merely influence momentous activities with clients, but also greatly affects the competence of the organisation to give efficient services in various conditions.

Littler and Innes (2003) have also examined the implications of downsizing and deskilling. Using a longitudinal  Australian dataset, they test a series of propositions relating to the knowledge impacts of structural changes in businesses across sectors. Their ultimate question is ‘does downsizing improve the knowledge-base of organizations?’, to which the answer is an emphatic ‘no’.  However, in trying to explain this in the Australian context, they say: ‘[t]his linkage may be the outcome of various mechanisms – intentional strategy or the fact that firms do not adequately measure or monitor skill profiles, or control skill losses.’ (p86). This has distinct implications for firms and their knowledge leakage strategies.  Moreover, they find that deskilling is most likely in manufacturing firms when they downsize. 

The literature also alluded to the impacts of engaging contingent knowledge workers or temporary workers.  MacDougall and Hurst (2005), for instance, state that the deployment of contingent knowledge workers could be an effective way of tapping into public domain knowledge found in the external environment, which in turn could contribute to the optimisation of the firm’s working practices.  Nevertheless, Matusik and Hill (1998) cautiously warned that revealing contingent workers to private, key competitive knowledge (e.g. firm's unique routines, processes, documentation and trade secrets) is risky, as they potentially could threaten to leak this private knowledge back into a public domain.
The importance of worker experience has also been explored in the literature as a proxy for knowledge.  In a report discussing the current state of the UK tool making and die industry, Mynors et al. (2004) also mentioned a significant experience-loss mechanism.  The report concluded that there is a need for young people in the engineering sector.  Many companies depend on the skills of particular key employees who completely retain the knowledge necessary to perform their job.  The main worry for these companies is when these key members retire; the knowledge is lost from the company completely.  As mentioned at the outset of this section, the risks associated with a greying working population threaten the competitiveness of Europe.  In contrast, Leonard-Barton (1992) through participation on an R & D project found that “line manager[s] [need] to have authority over production and projects, and a young engineer is not a good choice to [since they] lack experience in formal problem solving (pp1322).”

What we can draw from these conditions is the realisation that (organisational) knowledge – if it exists at all – is a process rather than an artefact.  The conduit is people, and whilst it can be deposited in some repository or captured in some software solution, more significant is its diffusion amongst people in its application to problem-solving across functions.  As can be seen, the interplay between knowledge and HRM is yet to be fully explored.  There is little consensus as to what knowledge really means when discussed in relation to human resource management.  Proxies such as skills, experience and organisational routines, amongst others, have in the past been conveniently selected to represent knowledge in the studies cited, often based on the researcher’s particular perspective.  Moreover, studies have not necessarily looked into the relationship between knowledge and productivity per se, but rather emphasised the issue of knowledge flows and knowledge sharing for the purpose of performance improvements.

The interplay between knowledge management and HRM is yet to be fully explored. Storey and Quintas (2001) focuses on knowledge sharing as a means to manage knowledge effectively. Swart and Kinnie (2003) who explored through case study research HR practices of recruitment and selection, resource development and participation on knowledge integration within distributed knowledge systems.  They emphasised the sharing of knowledge and highlighted “the provision of social supports for interconnecting various stakeholders in the knowledge sharing process (p 70)”.

Social support mechanisms such as story-telling (Kleiner and Roth, 1997) communities of practice (Wenger, 2000) are increasingly important given developments in the labour market. For example, the problem of aging in Europe could mean 20% of the European population will be over 65 years old by 2025 (Farrell, 2005).  Therefore, this means that knowledge of workers need to be harnessed effectively so that the impacts of knowledge loss amidst a rapidly retiring working population and a constricting labour market can be mitigated.

Knowledge seepage occurs when jobs are shifted from one set of employees to another. DiRomualdo, (2004) believes that the conditions of off shoring are mostly not useful to a complete transfer of knowledge and know-how, particularly when the workers requested to transfer their knowledge face redundancy.  In addition, the expert staff may also seek jobs elsewhere as they see their colleagues being redundant and therefore feel that everyone is expendable.

Similarly, Treleaven and Sykes (2005) state that as a social process knowledge sharing within and across organisational networks support spontaneous practices (which consecutively enhances organisational capability); such organisational knowledge is reported to be lost rapidly where staff turnover is high or where demoralised staff withdraws their organisational loyalty.  Knowledge seepage is also reported to happen when all human expertise in an area is steadily lost as the specialists and users become reliant upon the system (Kingston, 2004).  This particularly is considered as a major risk to organisations mainly in the commercial climate as reorganisation is influential and regular. Thus, DiRomualdo, (2004) suggests that “risk factors” should be identified and the effect of these factors’ shift on projects should be regularly assessed.  

Treleaven and Sykes (2005) also conclude that restructuring around a company’s managerialism without consideration to differential appraisal of worth, results in losses of organisational knowledge.  For example, when skilled practitioners are retrenched and new management positions are introduced to prioritise financial training and management know-how in company environment, it results in the company losing personal knowledge developed through the application of professional training and experience in specific fields.  Treleaven and Sykes (2005) argue that losing such tacit and heuristic knowledge of workforce (particularly in client services) may not merely influence momentous activities with clients, but also greatly affects the competence of the organisation to give efficient services in various conditions.

MacDougall and Hurst (2005) state that the deployment of contingent knowledge workers (people who use their heads more than their hands to produce value) could be an effective way of investing in an organization’s intellectual capital.  This is because these individuals convey public domain knowledge (which resides in the external environment) and optimal practices into the firm.  Nevertheless, Matusik and Hill (1998) declare that revealing contingent workers to private, key competitive knowledge (e.g. a firm's unique routines, processes, documentation and trade secrets) is risky, as they become a competitive threat and can be a medium through which the private knowledge is leaked into a public domain.

Enhancing knowledge utilisation

Lapre and van Wassenhove’s (2001) work on process improvement and their transfer to other units demonstrates the value of knowledge leakage and the practical problems associated with deploying it effectively. Indeed, they conclude that the next production frontier is the operation of factories as learning ‘laboratories’ defined as complex organizational ecosystems that integrate problem solving, internal knowledge, innovation and experimentation, and external information (Leonard-Barton, 1992).  The role of transferable knowledge is evident from the following example:

…in the 1970s he had participated in an R&D project on the ability of tire cord to withstand corrosion. From this R&D project, he remembered that some copper-related variables determined in the brass coating step were relevant for the problem at hand in the WWD [wet wire drawing] department.  The MLA [Model Line in Plant A] team tested the model with controlled experiments. As a result the MLA obtained a sharp improvement in productivity (p1316).

What we didn’t understand when we started model lines in plants B and C is that a model line manager needs to have authority over production and projects, and a young engineer is not a good choice to run a model line.  Young engineers lack experience in formal problem solving…(p1322).

Essentially, the success of the MLA owes much to embodied and accrued knowledge held by a key individual in combination with empowerment and good problem-solving skills.  This is not always perfectly replicable.

Another study of note is Peter F Drucker’s thinking on knowledge worker productivity (Drucker, 1999). (see also (CEC, 2000) on the EU widely-known Lisbon strategy).  There is equal – or even greater – opportunity in the developed countries to organize non-manufacturing production (i.e. production work in services) on the production principles now being developed in manufacturing.  There is equally a tremendous amount of knowledge work – including work requiring highly advanced and thoroughly theoretical knowledge – that includes manual operations. Drucker points to six major factors that determine knowledge-worker productivity, five of which he believes differentiate knowledge workers from traditional production workers. These are (pp83-84):

· Knowledge-worker productivity demands that we ask the following questions of him or herself: What is the task?’  What should it be?  What should you be expected to contribute?  What hampers me in doing my task and should be eliminated?  This contrasts with the production worker who merely asks, ‘how should the work be done?’

· It demands that we impose the responsibility for their productivity on the individual knowledge workers themselves.  Knowledge workers have to manage themselves.  They have to have autonomy.

· Continuing innovation has to be part of the work, that task and the responsibility of knowledge workers.

· Knowledge work requires continuous learning on the part of the knowledge worker, but equally continuous teaching on the part of the knowledge worker.

· Productivity of the knowledge worker is not – at least not primarily – a matter of the quantity of output.  Quality is at least as important.

· Finally, knowledge-worker productivity requires that the knowledge worker is both seen and treated as an ‘asset’ rather than a ‘cost’.  It requires that knowledge workers want to work for the organisation in preference to all other opportunities.

What we can draw from these conditions is the realisation that (organisational) knowledge – if it exists at all – is a process rather than an artefact.  The conduit is people, and whilst it can be deposited in some repository or captured in some software solution, more significant is its diffusion amongst people in its application to problem-solving across functions.

[note that we think this section needs developing. Reference to a few more studies would be helpful]   

A more efficient productivity strategy is to share knowledge about up-to-date activity including process, change in product and services.  This is mainly as it will have an impact on the employees in making them feel that they have an important part in making the organization successful.

Trust

The concept of trust means different things to different people.  Inherent within the nature of the concept lies an element of ambiguity and complexity (Kidd et al., 2003) and several commentators have suggested that trust is multi-dimensional and multifaceted (Sako, 1992; Ganesan, 1994; Fukuyama, 1995; McAllister, 1995). Farrell and Knight (Farrell and Knight, 2003) define trust as ‘a set of expectations held by one party that another party (or parties) will behave in an appropriate manner with regard to a specific issue (p541). 

Discussions on trust often occur at two levels.  Game theoretic approaches focus on interactions between individuals.  For example, Coleman (1990) conceptualises trust in terms of relationships between ‘trustors’ and trustees whose decisions about whether to trust another are mediated by knowledge, probability of future gain from action of the ‘trustor’ towards the trustee, and calculations on loss associated with making an incorrect decision as to whether to trust another; by contrast, macro/meso level studies focus on institutions and rituals; for example, Putnam’s work on social capital defined as ‘[the] features of social organisation, such as trust, norms and networks, that can improve the efficiency of society by facilitating co-ordinated actions’ (Putnam, 1991, p167). 

In the business context, both levels have much to commend them.  The latter, however, has been used to analyse the most celebrated examples of trust-based business transactions – namely, the Italian industrial districts (Piore and Sable, 1984). Where once the districts were seen as exemplars of ‘flexible specialisation’ and non-contractual co-operation between producers, suppliers and others, Farrell and Knight show how for institutional reasons these trust relationships are in decline as a mechanism for the delivery of productivity and global competitive advantage.

Previously, then, trust was built within the context of a community and sense of belonging and mutual interdependence.  The community effectively regulated opportunism between co-operating firms and imposed sanctions on those who broke the rules, the ultimate penalty being expulsion from the community (Brusco, 1992), pp182-83).  Recent evidence of a breakdown of trust points to two key conclusions. First, that structural changes in the ownership of large ‘final’ or ‘governor’ firms has led to a formalisation of contract relationships stripped of the cultural context and significance (derived from local ownership, community and the need to ‘belong’). Moreover, this ‘depersonalisation’ leads to a much more contract-led mode of operation for firms in producer networks or value chains. 

Essentially, the shift is from ‘networks of firms’ towards ‘networked firms’ – a subtle but important difference (Crouch, Le Gales et al., 2001) with access to customers being one of the critical resources for final or governor firms.  The significance of trust for business organisations, despite the erosion of trust-based relationships in the Italian industrial districts arising out of institutional changes, remains an important component of innovation management in modern organisations.  The importance of trust is emphasised in increasing technological collaboration (Jarillo, 1988; Sako, 1992; Dodgson, 1993), and quasi-legal structures that enable it such as joint ventures (Buckley and Casson, 1988; Buckley and Casson, 1996).  For example Saxenian’s (1991) study of Silicon Valley firms which involves ‘…relationships with suppliers as involving personal and moral commitments which transcend the expectations of simple business relationships’. (Saxenian, 1991, p428).  Collaborative relationships are increasingly affected by cultural factors such as language, regional loyalties, educational experiences, ideology and even common leisure interests (Freeman, 1990).

Complexity arising out of temporal and spatial separation demands considerable application and management. Lamming (1993) worries himself with risks associated with choosing partners or collaborators for outsourced design capability.  ‘The automotive industry’ he observes, ‘is a surprisingly close-knit community.  If a supplier were to leak information of a truly strategic nature from one assembler to another, it would soon be known and the supplier’s credibility would be destroyed. Leakage in the other direction – from one supplier to another via an assembler – is more difficult to detect accurately but appears to be more commonplace.’ (p210) Interestingly, here, Lamming makes the link between trust and leakage.

Alternative (future) view of trust
Adler (2001) provided an alternative reading into Marxism and conceptually reviewed the concepts of market (i.e. price mechanism), hierarchy (i.e. authority) and trust (i.e. community) literature to illustrate the future of capitalism and the role of the knowledge economy. Adler (2001) proposed that the trend of high-trust institutional forms will proliferate in the knowledge economy (where growth in knowledge-intensity is a trait). However, 

[F]or trust to become the dominant mechanism for co-ordination within organisations, broadly participative governance and multi stakeholder control would need to replace autocratic governance and owner control […] for trust to become the dominant mechanism for co-ordinating between organisations, comprehensive but democratic planning would need to replace market competition as the dominant form of resource allocation. (p230) 

Adler (2001) qualified the notion of trust to state that it is not “blind” trust. That is, “its rationality is not of the purely calculative kind assumed by economics [rather] the values at work in modern trust are those of the scientific community: universalism, communism, disinterestedness, organised scepticism” (p227), so-called “reflective trust”.  Adopting this notion of “reflective trust” could provide a plausible alternative to the model developed from the Italian industrial districts that, as discussed above, has seen the erosion of trust.

Although trust is considered to play an important part in encouraging people to share their knowledge, researching trust is also problematic.  For social and political scientists, institutions often serve as the unit of analysis and the nature and type of power relations provide a proxy for trust.  Invoking Farrell and Knight again, it is possible to investigate changes within and between organisations to explain levels of trust (often a case of bargaining between relatively powerful actors to achieve outcomes including co-ordination).  However, the danger with this approach is to focus on compliance as a measure of trustworthiness to the exclusion of other less tangible indicators such as informal contacts, exchange of information and sanctions.

Finally, the need to avoid the trap of exclusively functionalist explanations for trust is important.  Functionalist ontology has it that we explain phenomena by reference to their role in meeting objectives or realising outcomes.  Thus trust is functional for mutually beneficial co-operation and hence performance. It also reduces transaction costs associated with contracts, regulation and compliance (amongst other things).  But the danger, according to Farrell and Knight (2003), is that we are overly reductive in that we simplify too much the causal mechanisms for enhanced performance and co-operation.  Indeed, Farrell and Knight go on to suggest that the functionalist explanations are liable to be tautological.  For example, that mutually beneficial co-operation is inherently good and by consequence it explains co-operation with reference to its mutually beneficial nature.

And finally we direct readers back to Ndofor and Levitas’ (2004) signalling quadrants, and the trust elements of their four quadrants; clearly trust is facilitated by low uncertainty, but highly endowed firms have much to lose from knowledge leakage which may be unintentional by inappropriate signalling.

5. Literature synthesis

From the selected literature reviewed, four emergent issues appear to surface. First, the concept of knowledge has tended to be used in the abstract.  Arguably, this has led to greater confusion as the theoretical frameworks expand.  To understand the relationship between knowledge leakage and productivity, we maintain, requires for greater specificity in terms of what knowledge is. 

Second, studies abound in terms of linking knowledge and organisational performance, often with an emphasis on knowledge management and sharing. Whilst it is important to look at organisational performance, this does not necessarily inform us of the implications to the UK productivity gap – productivity should not be conflated with performance, but rather treated as a subset of performance, which forms the crux of the study. 

Thirdly, the review highlights the need for a more holistic approach towards the understanding of knowledge and its impacts to productivity.  As it stands, the literature is populated with studies from various perspectives in isolation.  By developing taxonomy of knowledge leakage, this study attempts to synthesise more holistically our understanding of knowledge.  Finally, the interplay between people issues with knowledge and productivity has been found to be weak in the literature. This is therefore a further gap that the current study seeks to address.
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“A” list of literature








� Should we add “knowledge”?


� named after the economist Robert Solow which said “we see computers everywhere but in the productivity statistics”


� Measured in terms of performance-based rewards, alignment, information, involvement, empowerment, teamwork, development, trust, and creativity.


� Russian organizations are traditionally very protective of company information, and therefore require direct assurances to be willing to share this with people external to the organisation.


� The resulting quality management construct was calculated from the average score across five conceptualised dimensions of quality management: practises relating to the design and development of new products, the production process, links with suppliers, links with customers, and HRM practises (empowerment, training hours per worker, involvement, information sharing) 





� On average five years’ worth of data.


� Indeed, only publicly quoted companies were included to ensure availability of this data.  


� The management practises considered are largely operational (changing physical layout allowing grouping of tasks by different workstation; operation with small production batches to more precisely adapt to demand; shift to faster, rapid preparation times; synchronisation of task timings; quality assurance with preventative maintenance at each work station) with HRM components (versatile multi-skilled personnel).


� The authors (Hasan & Kerr, 2003, p.290) assert that, ‘Quality is one of the effective strategic weapons for improving productivity and enhancing reliability in the organisation.’  It is difficult to ascertain how this conclusion was reached and appears somewhat exaggerated.





� Specifically: process management, supplier quality management, and product or service design.


� For example, one consequence could be a decrease in worker motivation if the scheme is seen as a threat to jobs.


� However, it may be argued the potential cost-savings are so great that even a significant capital outlay would be recovered after a relatively short period of operation.


� Flow of labour and availability of reliable materials, information and equipment resources.


� The authors attributed this to access limitations.


� Business strategies were classified as cost leadership, innovation-focussed or quality-focussed.


� Namely: involvement, policy consistency, adaptability, and mission.


� This data is collected from a nationally representative sample of organisations using a preferable technique of multi-respondent sampling across organisations (one senior management, one worker/employee representative, and up to 25 employees). 





� And employee loyalty, operationalised as length of service, demonstrated a direct relationship with productivity and profitability.


� More attention needs to be paid to pragmatic issues, such as the details of implementation including the short-term versus long-term human and financial costs.  


�Given the model: Yt = ZtF(Kt,Lt), Total Factor Productivity (TFP) is defined as Yt/F(Kt,Lt). Likewise, given Yt = ZtF(Kt,Lt,Et,Mt), TFP is defined as Yt/F(Kt,Lt,Et,Mt). The Solow residual is a measure of TFP, that changes over time. There is disagreement in the literature over the question of whether the Solow residual measures technology shocks. Efforts to change the inputs, like Kt, to adjust for utilization rate and so forth, have the effect of changing the Solow residual and thus the measure of TFP. But the idea of TFP is well defined for each model of this kind. TFP is not necessarily a measure of technology since the TFP could be a function of other things like military spending, monetary shocks, or the political party in power: “growth in total-factor productivity (TFP) represents output growth not accounted for by the growth in inputs.” (Hornstein and Krusell 1996).


�Some of these studies (Basu et al. 2003 and Violante 2003 for example) have explained the pattern of the TFP growth in the United Kingdom (or the exceedingly high productivity growth in the United States) as potentially due to measurement problems in the TFP growth.


�There is also in the literature some paper (see for example Gale, Wojan and Olmsted 2002) that explores the relationship between different types of management practices, but not the impact of those practices on performance/productivity.


�An influential paper on cluster of management practices is that by Milgrom and Roberts (1990). It provides a systematic theoretical treatment of complementarity in organizations, based on the super-modularity properties of profit functions. This paper argues that the clustering is no accident. Rather, it is a result of the adoption by profit-maximizing firms of a coherent business strategy that exploits complementarities. However, this paper has been excluded from the survey being outside the time frame chosen by the team.


�More specifically, output growth = inputs growth (volume of L and K, and quality of L and K) – TFP (all other factors affecting output growth).


�Some papers (see, for example Shadur et al. 1995) limit their analysis to the observation that IT high productive companies are characterized by efficient HR management practices.


� For a theoretical discussion of this approach see Barro and Sala-i-Martin (1999).


� Paul and Anantharaman (2003) undertook simple regression analysis of all the possible combinations between the variables defining people management practices and organizational performance. No controls were added, and the authors did not try to get a summary measure (index) capturing the overall variation of both variables of interest.   


� Multi-factor productivity is the productivity of labour, capital and space in a separate way. This is different from the measure of TFP explained in section 3. 


� Veridicality is the extent to which a knowledge structure accurately reflects the information environment it represents


� Including chemicals, pharmaceuticals, petroleum, primary metals, electrical equipment, machinery, transportation equipment, instruments, stone clay and glass, fabricated metal products, food, rubber and paper.


� Mills, et al � ADDIN EN.CITE <EndNote><Cite><Author>Mills</Author><Year>2003</Year><RecNum>135</RecNum><MDL><REFERENCE_TYPE>0</REFERENCE_TYPE><AUTHORS><AUTHOR>Mills, J </AUTHOR><AUTHOR>Platts, K</AUTHOR><AUTHOR>Bourne, M</AUTHOR></AUTHORS><YEAR>2003</YEAR><TITLE>Applying resource-based theory: Methods, outcomes and utility for managers</TITLE><SECONDARY_TITLE>International Journal of Operations and Production Management</SECONDARY_TITLE><VOLUME>23</VOLUME><NUMBER>2</NUMBER><PAGES>148-166</PAGES></MDL></Cite></EndNote>�Mills, J., K. Platts and M. Bourne (2003). 'Applying resource-based theory: Methods, outcomes and utility for managers'. International Journal of Operations and Production Management, 23, 2, pp. 148-166.� importantly provide insights into operationalising the RBV.
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Operational Research and Management Science modelling techniques

- linear programming, network analysis
meta heuristics, queuing theory, game theory, simulation


Artificial Intelligence modelling techniques


“Understanding and predicting the impact of different management practices on the  retail store productivity”

Current focus: Modelling different departments of a store where different practices are applied


Economics

- efficiency evaluation
- self organising markets
- artificial laboratories


People movement and shopping behaviour

- crowd behaviour
- consumer behaviour
- egress analysis


Social Sciences

Psychology 
- models of consumer behaviour
- impact of advertisement

Social Science Simulation
- system dynamics, micro simulation, multilevel simulation, queuing models, cellular automata, multi-agent systems, artificial neural networks, evolutionary computation


Retail Planning

- supply chain dynamic models
- staffing
- shelf optimisation
- resource management
- space allocation
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