Artificial Intelligence Methods (G5BAIM) - Examination


Question 1

a) Using an example, show Uniform Cost Search operates?

(8)

[image: image1.png]AND OR NOT



b) Consider the following map (not drawn to scale)

[image: image2.png]AND OR NOT




Using the A* algorithm work out a route from A to R, using the following cost functions

g(n) = the distance between each town (shown on map)

h(n) = the straight line distance between any town and town R. These distances are given in the table below

Straight Line Distance to R




A
240


B
186


C
182


D
163


E
170


F
150


G
165


H
139


I
120


J
130


K
122


L
104


M
100


N
77


O
72


P
65


Q
65


R
0

In your answer provide the following

i) The search tree that is produced, showing the cost function at each node

(10)

ii) State the order in which the nodes were expanded

(2)

State the route that is taken, and give the total cost

(1)

c) Explain the relationship between the A* algorithm and the Uniform Cost Search algorithm? 

(4)

Question 2

a) Given the following parents, P1 and P2, and the template T

P1
A
B
C
D
E
F
G
H
I
J

P2
E
F
J
H
B
C
I
A
D
G

T
1
0
1
1
0
0
0
1
0
1

Assume that Cn, are crossover points where Cn = 0 means that the crossover point is at the extreme left of the parent.

Show how the following crossover operators work

· one point crossover (using C1 = 4)

· two point crossover (using C2 = 2 and C3 = 8)

· uniform crossover

· order-based crossover

with regards to genetic algorithms

(12)

b) Why is mutation important with regards to genetic algorithms? Give an example to demonstrate your point.

(5)

c) Genetic algorithms are an example of a population based approach to problem solving.

Give your ideas as to other potential population based approaches that could be used as a search technique.

(8)

Question 3

a) Describe and show a hill climbing algorithm?

(6)

b) Describe the idea behind simulated annealing?

(6)

c) How would you change the algorithm developed in (a) so that simulated annealing can be used as a search method?

(6)

d) Show, by way of an example, how changing the parameters to the simulated annealing algorithm, affect whether it will accept a given move?

(7)

Question 4

a) Briefly describe the Turing Test

(6)

b) Briefly describe the Chinese Room Experiment

(6)

c) Do you agree with the Chinese Room argument that if a computer passes the Turing Test then it does not prove that the computer is intelligent? State your reasons.

(13)

Question 5

a) John Conway’s Game of Life and Craig Reynold’s Boids are, arguably, examples of artificial life. What, in your opinion, would constitute artificial life and what problems would it cause if we ever created artificial life?

(10)

b) A simplified version of blackjack can be described as follows.

Blackjack is a two player game comprising of a dealer and a player. The dealer deals two cards (from a normal pack of 52 cards) to the player and one card to himself. All cards are dealt face up. All cards take their face value, except Jack, Queen and King which count as 10 and Aces which can count as one or eleven.

The aim for the player is to draw as many cards as he/she wishes (zero if they wish) in order to get as close as possible to 21 without exceeding 21.

Outline how you would develop a computer program that was capable of learning how to play blackjack, the aim being that it improves its play over time.

(15)

Question 6

a) For each of the truth tables below say whether it is possible for a perceptron to learn the required output.

In each case, explain the reason behind your decision.

i)
Input
0
0
1
1


Input
0
1
0
1


Required Output
1
0
0
1








ii)
Input
0
0
1
1


Input
0
1
0
1


Required Output
1
1
0
0








iii)
Input
0
0
1
1


Input
0
1
0
1


Required Output
1
1
1
1

(9 marks)

b) A perceptron with two inputs has a threshold level set at the point at which it will fire (i.e. output a one).
It is sometimes convenient to always set the threshold level to zero.
Show how this can be achieved by describing two perceptrons which act in the same way but one has its threshold set to a non-zero figure and the other perceptron has a zero threshold.


(13 marks)

c) Why might it be a good idea to build a perceptron with a zero threshold figure?

(3 marks)

Question 1 – Model Answer

a) Using an example, show Uniform Cost Search operates?

Breadth first search finds the shallowest goal state and that this will be the cheapest solution so long as the path cost is a function of the depth of the solution. But, if this is not the case, then breadth first search is not guaranteed to find the best (i.e. cheapest) solution.

Uniform cost search remedies this.

It works by always expanding the lowest cost node on the fringe, where the cost is the path cost, g(n). In fact, breadth first search is a uniform cost search with g(n) = DEPTH(n).

Consider the following problem.


We wish to find the shortest route from S to G; that is S is the initial state and G is the goal state. We can see that SBG is the shortest route but if we let breadth first search loose on the problem it will find the path SAG; assuming that A is the first node to be expanded at level 1.

But this is how uniform cost search tackles the problem.

We start with the initial state and expand it. This leads to the following tree


The path cost of A is the cheapest, so it is expanded next; giving the following tree


We now have a goal state but the algorithm does not recognize it yet as there is still a node with a cheaper path cost. In fact, what the algorithm does is order the queue by the path cost so the node with cost 11 will be behind node B in the queue.

Node B (being the cheapest) is now expanded, giving


A goal state (G) will now be at the front of the queue. Therefore the search will end and the path SBG will be returned.

In summary, uniform cost search will find the cheapest solution provided that the cost of the path never decreases as we proceed along the path. If this requirement is not met then we never know when we will meet a negative cost. The result of this would be a need to carry out an exhaustive search of the entire tree.

b) A* Algorithm

i) The search tree that is produced, showing the cost function at each node

(The numbers in italic show the order in which the nodes were expanded)


ii) State the order in which the nodes were expanded

A, C, I, M, D, B, N, O, L

Note that D, B and N is expanded after M (and before O). If this is not done then the student has not applied the algorithm correctly.

In addition, when the goal state is reached (R, after expanding O), there is still a lower cost node (L). This needs to be expanded to ensure it does not lead to a lower cost solution. In fact, the goal state, in the way the algorithm was presented in the lectures, would not be recognised as it would not be at the head of the queue. Again, if this last expansion is not done, the algorithm has not been applied correctly.

State the route that is taken, and give the total cost

A, C, I, M, O, R, with a total cost of 270

c) Explain the relationship between the A* algorithm and the Uniform Cost Search algorithm? 

Uniform cost search minimises the cost of the path so far, g(n). Uniform cost search is both optimal and complete but can be very inefficient.

We combine this evaluation function, g(n), with a heuristic evaluation, h(n) to give the evaluation function for the A* algorithm, i.e.


f(n) = g(n) + h(n)

As g(n) gives the path cost from the start node to node n and h(n) gives the estimated cost of the cheapest path from n to the goal, we have


f(n) = estimated cost of the cheapest solution through n

A* is both optimal and complete is the heuristic is admissable (i.e. does not overestimate the cost to the goal). It also, in the worst case, has the same time and space complexity as uniform cost search.

Question 2 – Model Answer

a) Given the following parents, P1 and P2, and the template T

3 marks for each one correct.

One Point













P1
A
B
C
D
E
F
G
H
I
J

P2
E
F
J
H
B
C
I
A
D
G

Assume crossover point at the position shown. The two children would be

C1
A
B
C
D
B
C
I
A
D
G

C2
E
F
J
H
E
F
G
H
I
J

Two Point













P1
A
B
C
D
E
F
G
H
I
J

P2
E
F
J
H
B
C
I
A
D
G

Assume crossover at the points shown

C1
A
B
J
H
B
C
I
A
I
J

C2
E
F
C
D
E
F
G
H
D
G

1
0
1
1
0
0
0
1
0
1

Uniform

P1
A
B
C
D
E
F
G
H
I
J

P2
E
F
J
H
B
C
I
A
D
G

T
1
0
1
1
0
0
0
1
0
1

C1
A
F
C
D
B
C
I
H
D
J

C2
E
B
J
H
E
F
G
A
I
G

Order-Based

P1
A
B
C
D
E
F
G
H
I
J

P2
E
F
J
H
B
C
I
A
D
G

T
1
0
1
1
0
0
0
1
0
1

C1
A
E
C
D
F
B
I
H
G
J

C2
E
B
J
H
C
D
F
A
I
G

b) Why is mutation important with regards to genetic algorithms? Give an example to demonstrate your point.
It is important to add diversity to the population. The worst case scenario is that a certain bit position (assuming a bit representation) is the same in every parent. This bit, using an operator such as one point crossover, can never be changed.

For example, given two parents (which we will assume are the entire population)

P1
0
0
1
0
0
0
1
0
1
1

P2
1
1
0
1
0
1
0
1
0
0

The shaded bits can never get set to one unless we allow mutation.

c) Genetic algorithms are an example of a population based approach to problem solving.

Give your ideas as to other potential population based approaches that could be used. Ideally you should not use the example that was presented in the lectures.

The example given in the lectures was an approach based on the way ants forage for food (ant algorithms). 

I am really looking for other ideas from the real world that could be converted into search techniques. Maybe they have ideas on the behaviour of bees, flocking birds etc.

I am looking for more than a description of the real world aspect of the problem. I would like some idea as to how it could be converted into a search algorithm (for example, how do bees find their way from the hive to the flowers – which is similar to ants looking for food).

I do not want meta-heuristic approaches such as simulated annealing, tabu search etc. as these are not population based.

Question 3 – Model Answer

a) Describe and show a hill climbing algorithm?

The algorithm presented in the lectures is given below. It is taken from the course textbook.

I will accept any suitable algorithm that considers all the neighbourhood states and accepts the best one.

Taking into account part (c) of this question, it would be nice if the student introduced the concept of an accept function.

Function HILL-CLIMBING(Problem) returns a solution state

Inputs:
Problem,  problem

Local variables:
Current, a node


Next, a node

Current = MAKE-NODE(INITIAL-STATE[Problem])

Loop do

Next = a highest-valued successor of Current
If VALUE[Next] < VALUE[Current] then return Current
Current = Next
End

b) Describe the idea behind simulated annealing?

Simulated Annealing (SA) is motivated by an analogy to annealing in solids. The idea of SA comes from a paper published by Metropolis etc al in 1953 [Metropolis, 1953). The algorithm in this paper simulated the cooling of material in a heat bath. This is a process known as annealing.

If you heat a solid past melting point and then cool it, the structural properties of the solid depend on the rate of cooling. If the liquid is cooled slowly enough, large crystals will be formed. However, if the liquid is cooled quickly (quenched) the crystals will contain imperfections.

Metropolis’s algorithm simulated the material as a system of particles. The algorithm simulates the cooling process by gradually lowering the temperature of the system until it converges to a steady, frozen state.

In 1982, Kirkpatrick et al (Kirkpatrick, 1983) took the idea of the Metropolis algorithm and applied it to optimisation problems. The idea is to use simulated annealing to search for feasible solutions and converge to an optimal solution.

The main parameters to the algorithm are the change in the cost function and the temperature of the system. These dictate if a worse move is to be accepted. The lower the temperature and the greater the difference between the current cost and the potential new cost, the less probability there is of the new state being accepted.

The main idea behind the algorithm is that, unlike hill climbing, it is able to escape from local optima.

c) How would you change the algorithm developed in (a) so that simulated annealing can be used as a search method?

The algorithm presented in the course textbook is given below. However, I would like to see the students pick up from what I said in the lectures that the main difference is that the accept function should be changed so that instead of only taking better moves, worse moves are taken with some probability. In fact, hill climbing could be emulated by running simulated annealing with a temperature of zero.

I will give full marks for making the SA/HC comparison with regards to the accept function. If they simply produce an SA algorithm, then half marks will be given

Function SIMULATED-ANNEALING(Problem, Schedule) returns a solution state

Inputs
:
Problem, a problem



Schedule, a mapping from time to temperature

Local Variables
:
Current, a node



Next, a node



T, a “temperature” controlling the probability of downward steps

Current = MAKE-NODE(INITIAL-STATE[Problem])

For t = 1 to ( do
T = Schedule[t]

If T = 0 then return Current
Next = a randomly selected successor of Current
(E = VALUE[Next] – VALUE[Current]

if (E > 0 then Current = Next
else Current = Next only with probability exp(-(E/T)

d) Show, by way of an example, how changing the parameters to the simulated annealing algorithm, affect whether it will accept a given move?

The table below shows how different temperatures and differences in the evaluation function affect the probability of worse moves being accepted (better moves are always accepted). You can see that at lower temperatures, with the same change in the evaluation function, the probability of worse moves being accepted are less.

It is important that the students knows the acceptance function, i.e. exp(-C/T), where C is the change in the evaluation function and T is the current temperature of the system. They may have stated this function in an earlier part of this question.

This table was presented in the lectures and a spreadsheet that implemented this function was available from the course web site.

Probability of accepting with high temperature



Probability of accepting with low temperature



Change in Evaluation Function
Temperature of System
exp(-C/T)

Change in Evaluation Function
Temperature of System
exp(-C/T)

10
100
0.904837418

10
10
0.367879441

20
100
0.818730753

20
10
0.135335283

30
100
0.740818221

30
10
0.049787068

40
100
0.670320046

40
10
0.018315639

50
100
0.60653066

50
10
0.006737947

60
100
0.548811636

60
10
0.002478752

70
100
0.496585304

70
10
0.000911882

80
100
0.449328964

80
10
0.000335463

90
100
0.40656966

90
10
0.00012341

100
100
0.367879441

100
10
4.53999E-05

Question 4 – Model Answer

a) Briefly describe the Turing Test

Four Marks

The test is conducted with two people and a machine. One person plays the role of an interrogator and is in a separate room from the machine and the other person. The interrogator only knows the person and machine as A and B. The interrogator does not know which is the person and which is the machine.

Using a teletype, the interrogator, can ask A and B any question he/she wishes. The aim of the interrogator is to determine which is the person and which is the machine.

The aim of the machine is to fool the interrogator into thinking that it is a person. If the machine succeeds then we can conclude that machines can think.

Extra Marks

[for examples such as these]

The machine is allowed to do whatever it likes in its attempts to fool the interrogator. In 1950 Turing suggested that the machine when presented with a question such as

"How much is 12,324 times 73,981?"

could wait several minutes and then give the wrong answer.

Carrying out the above dialogue is relatively easy. A much more difficult issue is the amount of knowledge the machine would need to know in order to carry out a meaningful conversation.

Asking a question such as "Who won last nights top of the table football match?" would present real problems to a program that was not up to date on world events and Turing gives the following example dialogue that a machine would have to be capable of

Interrogator:
In the first line of your sonnet which reads "Shall I compare thee to a summer's day," would not a spring day do as well or better?

A:
It wouldn't scan.

Interrogator:
How about "winters day." That would scan all right.

A:
Yes, but nobody wants to be compared to a winter's day.

Interrogator:
Would you say that Mr. Pickwick reminded you of Christmas?

A:
In a way.

Interrogator:
Yet Christmas is a winter's day, and I do not think Mr. Pickwick would mind the comparison.

A:
I don't think you're serious. By a winter's day one means a typical winter's day, rather than a special one like Christmas.

b) Briefly describe the Chinese Room Experiment

The system comprises a human, who only understands English, a rule book, written in English, and two stacks of paper. One stack of paper is blank. The other has indecipherable symbols on them.

In computing terms the human is the CPU, the rule book is the program and the two stacks of paper are storage devices.

The system is housed in a room that is totally sealed with the exception of a small opening.

The human sits inside the room waiting for pieces of paper to be pushed through the opening. The pieces of paper have indecipherable symbols written upon them.

The human has the task of matching the symbols from the “outside” with the rule book. Once the symbol has been found the instructions in the rule book are followed. This may involve writing new symbols on blank pieces of paper or looking up symbols in the stack of supplied symbols.

Eventually, the human will write some symbols onto one of the blank pieces of paper and pass these out through the opening.

Assume that the symbols passed into the room were valid Chinese sentences, which posed questions. Also assume that pieces of paper passed out of the room were also valid Chinese sentences, which answered those questions. Searle argues that we have a system that is capable of passing the Turing Test and is therefore intelligent according to Turing. But Searle also argues that the system does not understand Chinese as it just comprises a rule book and stacks of paper which do no understand Chinese.

Therefore, according to Searle, running the right program does not necessarily generate understanding.

c) Do you agree with the Chinese Room argument that if a computer passes the Turing Test then it does not prove that the computer is intelligent? State your reasons.

In this part of the question I am looking for the student to give their own thoughts.

Marks will be awarded for the conviction of their argument and how well they back up that argument.

I will also give extra marks for students who have obviously read Searle’s paper.

As a minimum I would expect the student to categorically state if they agree with Searle that passing the Turing Test does not prove intelligence (3 marks just for not sitting on the fence).

Question 5 – Model Answer

a) John Conway’s Game of Life and Craig Reynold’s Boids are, arguably, examples of artificial life. What, in your opinion, would constitute artificial life and what problems would it cause if we ever created artificial life?

I am looking for the students opinions here. Marks will be given for the validity and the way they present their arguments. The marks will be equally split between the two parts of the question.

It is still an open question as to what constitutes artificial life – so it will be interesting to see what the students have to say.

An example of the problems it can cause was given in the lectures and course notes. It is re-produced below.

Isaac Asimov first law of robotics states that “A robot may not injure a human being, or, through inaction, allow a human being to come to harm.”

At first sight this seems a sensible approach to adopt but consider a robot that learns. Assume, through some mutation, it bypasses the routine that forces it to protect humans. This mutation might make it a fitter robot so that this trait is carried forward to future generations.

That is bad enough but now suppose that the robot learns that to protect itself is more important than anything else. The logical conclusion is that it could ultimately kill a human in order to further its aims.

As a result, UCLA biologist notes that “Artificial life violates Asimov’s First Law of Robotics by its very nature.”

b) A simplified version of blackjack can be described as follows.

Blackjack is a two player game comprising of a dealer and a player. The dealer deals two cards (from a normal pack of 52 cards) to the player and one card to himself. All cards are dealt face up. All cards take their face value, except Jack, Queen and King which count as 10 and Aces which can count as one or eleven.

The aim for the player is to draw as many cards as he/she wishes (zero if they wish) in order to get as close as possible to 21 without exceeding 21.

Outline how you would develop a computer program that was capable of learning how to play blackjack, the aim being that it improves its play over time.

In the lectures a program that learnt how to play poker was presented. In essence, this learnt when to bet or fold.

How to evolve a blackjack player was not explicitly mentioned but similar ideas to those presented in the lectures could be applied. For example, each possible hand that the player can hold, together with the up card of the dealer, could have associated with it a probability of the player drawing another card. As the game progresses the probabilities are adjusted in the light of whether the player won or lost.

Marks will be given for originality of ideas, clarity of explanation and if the idea would (in the lecturers opinion) actually work.

Question 6 – Model Answer

a) For each of the truth tables [not shown in the model answer] below say whether it is possible for a perceptron to learn the required output.

Three marks for each

Only i) cannot be learnt. This is because it is not linearly separable. This can be shown on the diagrams below (where the outputs have been plotted and the filled circles represent a 1 and the hollow circles represent a zero.).

Those problems which are linearly separable can have a line dividing the "1" outputs from the "0" outputs. In the case of i) this is not possible.

i)
ii)


iii)


b) A perceptron with two inputs has a threshold level set at the point at which it will fire (i.e. output a one).
It is sometimes convenient to always set the threshold level to zero.
Show how this can be achieved by describing two perceptrons which act in the same way but one has its threshold set to a non-zero figure and the other perceptron has a zero threshold.


Perceptrons with two inputs and the threshold non-zero

A perceptron (with two inputs) to act as a logic gate could be modelled as follows (three examples are shown – students would only need to show one example).


If we consider the AND function we can see that it acts correctly for the four possible inputs (see table below).

Note in the table
Sum is defined as (Input 1 * Weight 1) + (Input 2 * Weight 2)


Step(t) is defined as returning 1 if Sum => t else 0 and the output of Step(t) is also the output (or activation level) of the perceptron.

AND

Input 1
Input 2
Weight 1
Weight2
Sum
Step(t)

0
0
1
1
0
0

0
1
1
1
1
0

1
0
1
1
1
0

1
1
1
1
2
1

Similarly, OR and NOT can be shown as follows

OR

Input 1
Input 2
Weight 1
Weight 2
Sum
Step(t)

0
0
1
1
0
0

0
1
1
1
0.5
1

1
0
1
1
0.5
1

1
1
1
1
1
1

NOT

Input 1
Weight 1
Sum
Step(t)

0
-1
0
1

1
01
-0.49
0

Perceptron with three inputs and the threshold set to zero

It is possible to have an extra input whose activation is set to –1 and the weight from that input unit to the output neuron is set to the required threshold level. Diagramatically this can be shown as follows


It can be shown that this acts in the same way as the previous perceptrons.

To demonstrate the perceptrons act in the same way the following tables are given

AND (weight on extra neuron = 1.5)

Input 1
Input 2
Input 3
Sum
Step(0)

-1
0
0
-1.5
0

-1
0
1
-0.5
0

-1
1
0
-0.5
0

-1
1
1
0.5
1

OR (weight on extra neuron = 0.5)

Input 1
Input 2
Input 3
Sum
Step(0)

-1
0
0
-0.5
0

-1
0
1
0
1

-1
1
0
0
1

-1
1
1
0.5
1

NOT (weight on extra neuron = -0.49)

Input 1
Input 2
Sum
Step(0)

-1
0
0.49
1

-1
1
-0.51
0

Again, I would not expect the students to show three examples. They are just shown for completeness.

c) Why might it be a good idea to build a perceptron with a zero threshold figure?

When learning, the algorithm only has to adjust weights and not thresholds and weights.
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