AI Methods


AIM Artificial Life

0. Preamble

Much of this handout is based on (Levy, 1993). If you have an interest in artificial life I can recommend this book as a good starting point. You will need to follow up other references if you want to take the subject further.

For this course, we are really only interested in presenting an introduction to the subject and posing some unanswered (and maybe unanswerable) questions.

We also look at a couple of the key points in the history of artificial life.

1. Introduction

Will we, at some point in the future be able to say that we can we also say that we have created Artificial Life (alife)? The Turing Test and philosophical issues such as The Chinese Room have been debated for a number of years. The next great debate could be whether we can play god and create alife.

Even if we accept that we can create alife it raises a whole host of questions as to what this means. For example, if we program a computer that we accept is alife, can we ever turn the computer off? If we do, could we be charged with murder? If we cannot be charged with murder, then are we really saying that alife is not really life in the usual sense that we recognise life?

What happens if alife commits a crime? How do we punish it? Switching it off is effectively bringing back capital punishment. But can we simply lock the alife form in a prison? Is this not a waste of a scarce commodity and, anyway, does the alife really suffer in the same way as a human prisoner does? Or, if you believe that prisons are for rehabilitation, then can an alife form be “corrected” by being locked up? Or should we reprogram the alife form? But is this not the same as playing with its genetic structure? And would we allow the same thing to be done to a human?

In 1990, a group of scientists spent some time discussing whether alife should be granted civil rights.

It was even debated whether alife would ultimately demand civil rights.

Heinz Pagels posed this question/comment.

The day will come when people have moral concerns regarding artificial life – what are our obligations to the beings we create? Can we permit such beings to hurt and kill one another? We may have a moral problem in determining what actions we allow our artificial creatures to undertake. Perhaps we ultimately have to let our creatures be free to come to terms with themselves.

Chris Langton has this to say with regards to the civil rights question.

By the middle of this century, mankind has acquired the power to extinguish life on Earth. By the middle of next century, he will be able to create it. Of the two it is hard to say which places the largest responsibility on our shoulders. Not only the specific kinds of living things that will exist, but the very course of evolution itself will come more and more under our control. The future effects of changes we made now are, in principle, unpredictable – we cannot force all the possible consequences of the kinds of manipulations we are now capable of inflicting upon the very fabric of inheritance, whether in natural or artificial systems. Yet if we make changes we are responsible for the consequences.

Maybe the alife debate is summed up in the following discussion.

Isaac Asimov first law of robotics states that “A robot may not injure a human being, or, through inaction, allow a human being to come to harm.”

At first sight this seems a sensible approach to adopt but consider a robot that learns. Assume, through some mutation, it bypasses the routine that forces it to protect humans. This mutation might make it a fitter robot so that this trait is carried forward to future generations.

That is bad enough but now suppose that the robot learns that to protect itself is more important than anything else. The logical conclusion is that it could ultimately kill a human in order to further its aims.

As a result, UCLA biologist notes that “Artificial life violates Asimov’s First Law of Robotics by its very nature.”

2. What is Artificial Life?

It’s okay having a debate about alife and the implications it has on the human race but we need to answer the question, “What is alife?” Or, to put it another way, how do we know when we have created alife?

The problem we face is that there no agreement within the scientific community as to what constitutes alife (in fact, what is ‘life’, let alone alife?).

Some people will argue they know what it is but, some would argue that it is one of those things that we will recognise it when we see it, but we cannot say what it is until then.

In 1987, the first ever alife conference was held in Los Alamos, New Mexico. After the event James Doyne Farmer co-authored a paper in which the abstract read

Within fifty to a hundred years a new class of organisms is likely to emerge. These organisms will be artificial in the sense that they will originally be designed by humans. However, they will reproduce, and evolve into something other than their original form; they will be “alive” under any reasonable definition of the word… The advent of artificial life will be the most significant historical event since the emergence of human beings.

Does this define artificial life? Is it something that is originally designed by humans but is able to reproduce and turn into something other than its original form?

Or does the fact that alive is in quotes mean that the author is unsure as to what the term means. Maybe we should define the term alive first and then measure alife against that definition?

I am not saying the Farmer is wrong and without reading the whole paper we cannot make judgements, but since 1987 we are still no nearer defining alife to the satisfaction of everybody.

Most of us could write a program that is able to reproduce (however we define that) and turn itself into a form which differs from the original The fact we wrote the program means it was designed by humans.

Voila, we have created alife. Do you agree?

I’m afraid I do not have the answer. But if you accept this program as alife are you now going to afford it civil rights? Must you now leave the computer switched on for all time?

A counter argument is that all we can do on a computer is simulate life; we never actually create it. This is similar (if not the same) to the arguments about strong and weak AI. Strong AI’ers believe that computers will eventually show true intelligence. Weak AI’ers believe that computers can only simulate intelligence (the brain) and we can use those simulations to learn more about how the brain works.

Weak alife can be seen as simulating life on a computer which may, for example, give us insights as to how life develops. Maybe it will allow to speculate if life could develop in different environments than that on earth. But, weak alife people believe that life will never exist in a computer.

In (Levy, 1993), page 6, it states

Many might consider this an absurd claim [that a robot or something inside a computer is alive] on the face of it. How could something inside a computer ever be considered alive? Could something synthesized by humans ever aspire to such a classification? Should not the term “life” be restricted to nature’s domain?

The question is difficult to answer, largely because we have no “reasonable definition” of life.

As far back as two thousand years ago, Aristotle said by possessing life implied that “a thing can nourish itself and decay.” Does this mean that alife in a computer should provide the energy to power the computer?

It is now almost universally accepted that self-reproduction is also a condition for life.

3. Seminal Work in Artificial Life

John von Neumann is considered as the father of alife. Unfortunately, he died before he could fully develop his ideas, but he still made a significant contribution to the field.

One of von Neumann’s beliefs was that biological organisms, although complex, could ultimately be described using logic. He also believed that life was a reconstrucible series of events. There is no randomness, no mysticism; just one event following another in a deterministic manner.

In this way, biological organisms could be viewed as machines, in particular an automata.

Von Neumann saw an automata as a machine that could operate itself and its behaviour could be defined in mathematical terms. It was in a lecture entitled “The General Theory of Automata” in 1940 that he presented these ideas.

If you do buy the idea that we are simply machines consider this.

We have a brain with billions of neurons and billions of connections. However, no matter how many neurons/connections there are, there are a finite number. At any one instant our brain can in one state of the billions of possible states that are reachable by the neurons and connections being connected in a certain way.

The brain switches state when it receives an input (be that visual, sound, touch etc.) and using this data the brain switches to another state. The question is, is this deterministic?

For now, let’s assume it is. If this is the case, then we can create life in a computer, as all we are is a Finite State Machine (FSM) – albeit a hugely complex one. And, if we are simply a FSM then we can recreate the brain using a universal Turing Machine as Alan Turing has proved that a universal Turing Machine could also be a universal computer.

In fact, Alan Turing did some work in this area. With his collaborator, Alonzo Church (a philosopher) they presented the Physical Church-Turing Hypothesis which stated that a universal Turing Machine could duplicate the functions of nature as well as the functions of mathematical machines.

If you want to follow this argument even further take a look at “The Promised Land” chapter of (Levy, 1993). Von Neumann describes how he envisaged reproduction taking place using creatures that lived in a huge reservoir, which were capable of building reproductions of themselves using body parts that were found in the lake.

4. Cellular Automata

4.1 The First CA

If you looked at The Promised Land Chapter of (Levy, 1993) you will have read that the reproduction mechanism of von Neumann consisted of his creatures finding the necessary parts and bolting them together to make new creatures. In turn, these creatures could reproduce independently.

It was a fellow mathematician (Stanislaw Ulam) that suggested that the metaphor of a lake and creatures looking for spare parts and bolting them together was replaced by something a lot simpler.

Ulam suggested that artificial life could exist on a checkerboard type structure. Each cell would contain information about its current state and it would also be aware of the state of the cells around it. At each time step the cell would change its state depending on its own state and the state of the cells around it. In effect, each cell was a FSM. The collection of cells could be viewed as an organism.

The idea appealed to von Neumann as the precise state of the organism could be stated in strict mathematical terms.

The cellular automata (CA) developed by von Neumann, recognised as the first CA, had twenty nine possible states for each cell. Von Neumann “painted” an organism on the grid. Essentially it was a body (a rectangle) and a tail. He was trying to replicate the functions of his reproducing lake metaphor.

Von Neumann never completed the proof of his CA but what he was trying to achieve was for the orgnanism to make a duplicate its itself, with the tail acting as some sort of umbilical cord. Once a duplicate had been created the umbilical cord would be severed and the reproduction would continue with the new creature.

Due to the twenty nine possible states of each cell the design of such an organism was complex. He worked on the idea for over a year and he developed it so that the reproduction instructions were contained in the tail of the animal. A further challenge was to ensure that any offspring were capable of reproduction and were not sterile or had been fatally mutated which may not show itself for a number of generations.

4.2 The Game of Life

Although von Neumann is credited with inventing the cellular automata, it is John Conway who developed the most famous CA. Conway knew that von Neumann’s CA was a universal computer in that it could emulate any describable function of another machine by use of a set of logical rules. However von Neumann’s CA was too complex as each cell could be in one of twenty nine states. Conway believed that a CA with the capability of a universal computer could be developed that was much simpler. And he set out to build one.

In the late 1960’s the common room in the mathematics department of the University of Cambridge was given over to a checker type board. It started off on a table but quickly spilled onto the floor with new pieces being added as required. This was a realisation of Conway’s CA. It was so simple that it could be updated using a checker board and markers, with the rules being applied by the members of the mathematics department. In fact, this first ever game of life lasted over two years. Conway would refine his model and rule set and the ideas would be applied in the mathematics common room.

Conway’s aim was to reduce the complexity of von Neumann’s CA so that each cell, ideally, only had two states. He did, at one point, experiment with three states but eventually achieved his aim by only having two states.

Each cell could either be alive or dead. The third (later rejected) state introduced the idea that the cell had a sex.

The beauty of Life is its simplicity. These are the complete rules (from (Levy, 1993))

· Life occurs on a virtual checkerboard. The squares are called cells. They are in one of two states: alive or dead. Each cell has eight possible neighbours, the cells which touch its sides or edges.

· If a cell on the checkerboard is alive, it will survive in the next time step (or generation) if there are either two or three neighbours alive. It will die of overcrowding if there are more than three live neighbours, and it will dies of exposure if there are fewer than two.

· If a cell on the checkerboard is dead, it will remain dead in the next generation unless exactly three of its eight neighbours are alive. In that case, the cell will be “born” in the next generation.

Once Conway had settled on these rules the common room was able to experiment with them in earnest. Initially they started with simple configurations and experimented to see what would happen. Most settled into stable patterns in a few generations. The shapes they made were named after the objects they resembled; such as blocks, ships and beehives. Some of the shapes alternated between patterns, These became known as oscilators.

However, some of the small initial configurations had surprisingly complex behaviour. One such configuartion, called the R-Pentomino (a pentomino is a contiguous arrangement of five cells – it was called R as it looked (roughly) like an R), was believed, at the time to be the smallest configuration for which the outcome was unknown. It was only months later that it was found that the R-Pentomino stabalised at generation 1103. Here is the R-pentomino






























































R-pentomino
Glider

It was whilst following the development of the R-pentomino that Richard Guy discovered the first glider. Gliders are configurations that are a group of connected cells that, after a number of generations, return to the same state only they have displaced their location by one cell. In the case of the glider shown above, it will move diagonally across the checkerboard, returning to its original shape after each four generations. You might like to hand-work a few generations to see how this happens.

The discovery of a glider was a major breakthrough to Conway. In order to show that Life could be a universal computer he needed to show that life could support a literal computer by the use of various patterns. This would require patterns that could emulate aspects of a computer such as memory, counters and clocks. A glider would be a considerable help as it was reliable enough to help with aspects such as timing.

But a glider was just a small part of what was required in order to show that Life was a universal computer. For example, he needed a structure that consistently fired gliders (a pulse generator). Although the R-pentomino gave out a number of gliders, it did not do this forever.

The common room floor, although fun, did have its limitations so Conway opened up the problem to the world at large by issuing a challenge in a magazine called Scientific American. He offered a prize to anybody who could find a configuration that could generate infinite populations. He believed it could be done but, through the column, he conjectured that it was impossible. He knew that the community of people who read the magazine would rise to the bait.

In order to win the money the configuration had to emit gliders at regular intervals or emulate some sort of puffer train object that left in its wake smoke, or live cells.

It was William Gosper, who worked at MIT’s Artificial Intelligence Laboratory who found the glider gun. He developed a program on MIT’s  DEC PDP-6 and was able to run Life much faster (and less error prone!) than Conway’s common room floor implementation. Within a month he sent a message to Conway that the glider gun had been discovered. Gosper, later also found a puffer train and even later a puffer train which emitted gliders. He even managed to get gliders that collided with other gliders to make glider guns which emitted even more gliders.

Using the work of Gosper, Conway was able to complete his work and show that Life was a universal computer. Streams of gliders represented bits and he was able to combine these to build the equivalent of and-gates, or-gates and not-gates. He was also able to build the equivalent of the internal computer storage.

Conway never built the virtual computer but the MIT lab did build an adding unit which accepted streams of gliders and eventually spat out the answer as another series of gliders.

The only thing that Conway was not able to do was develop a configuration that could produce a reproduction of itself. This, I believe, is still an outstanding problem although it should be possible.

Since Conway introduced the world to Life, millions of computers hours have been used zipping through generations. If you are interested in this fascinating area there are many (and I mean many!) of references to this subject. If you type anything to do with the subject into your favourite web browser you will be overwhelmed by the hits.

If you want a starting point take a look at Life32 written by Johan G. Bontes (c). The latest version is 1.11 and was released in 1999. This implementation allows you to experiment in many ways. For example, you can run the program at different speeds, take snapshots and return to that configuration and zoom in/out. Life 32 even allows you to experiment with the rules so that you can try rules other than those defined by Conway. The program also contains many good references (via help) so that you can read more about the subject, if you want.

In fact, it was this program that I used to demonstrate Life in the lectures (if I did not show you the program it was due to the fact that no suitable equipment was available or I did not have time).

You can download the program from the course web site or, if you want to make sure you have the most up to date version you should go to

http://psoup.math.wisc.edu/life32psk.htm or http://psoup.math.wisc.edu/Life32.htm

In addition, you can download life configurations. These are starting points to show various aspects of life (such as glider guns). These configurations can be loaded into Life32.

5. Boids
From his college days Craig Reynolds was fascinated by the way a flock of birds seemed to move as one. He would watch them take off, form into a flock and them stay in formation as they flew through the air. The question that Reynolds asked himself was how they did this? Was there some communication between the birds? Or was there a single bird who was in control who told all the other birds what to do? Or was it, as Reynolds suspected, the fact that the birds were obeying simple rules which resulted in more complex behaviour; in this case flocking.

Reynolds believed that he could simulate this behaviour by programming some simple rules and that flocking behaviour would spontaneously emerge. The problem faced by Reynolds was discovering the rules and after watching birds for hours he arrived at the following rules.

· A clumping force that kept the flock together

· An ability to match velocity so that the birds in the flock would move at the same speed

· A separation force that prevented birds for getting too close to each other

It took a couple months to fine tune the rules but using nothing else Reynolds was able to simulate the flocking behaviour of real birds to such an extent that ornithologists believed that Reynolds had discovered the rules that real birds followed.

It was also interesting to note that, as well as just following a few simple rules, the actions of the birds were entirely local. They only looked at the birds closest to them and used this information to adjust their actions in the next time step. In this respect, the birds were acting like cells in a cellular automata.

Reynolds even experimented by putting obstacles in the way and the boids would separate, move around the object and then form into a flock again. On one occasion, Reynold even observed a boid fly into an obstacle. It seemed to be stunned before it took off again and rejoined the main flock. It was remarkable as none of these actions had been programmed.

If you would like to find out more about boids, take a look at http://hmt.com/cwr/boids.html, which is Craig Reynolds home page.
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