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Abstract

Rule-based agents (for example, agents reasoning using ontology rules) are increasingly being em-
ployed in the implementation of web services and other situations in which the time taken to generate a
response is critical. To be able to provide a response time guarantee for such systems, it is important to
know how long the agent’s reasoning is going to take. In this paper, we describe an approach to establish-
ing an upper bound on deliberation time of a system of rule-based agents. We propose a formal model of a
system of rule-based agents which associates explicit costs with each rule application. This formal model
can serve as an input to a model-checker, allowing upper bounds on deliberation time to be automatically
verified.

1 Introduction

In this paper, we consider resource-bounded rule-based agents. Our starting point is an acknowledgement
that an agent’s deliberation takes time—even if the agent’s program is capable of finding a suitable response
to some event or query, this response will take time to compute. We are interested in verifying temporal
properties of such agents, such as ‘every time the agent receives a certain query, it will produce a response
within 5 time steps’.

In general, it is impossible to predict arbitrary temporal properties of an arbitrary rule-based system.
However some properties are decidable. The purpose of this paper is to investigate such properties and the
complexity of model-checking an agent system for those properties. We show that, given some reasonable
assumptions, namely that agents have bounded memory, that their state variables can take one of finitely
many values, and the same holds for the environment, we can represent any multi-agent system consisting
of finitely may rule-based agents as a state transition system, and specify its properties in a temporal logic. In
particular, we can express bounded response properties and termination properties. We could have relaxed
the finiteness assumptions, giving an infinite-state verification problem (where states are parametrised by
values of some variables), however in general model-checking problem for such systems is undecidable,
and in this paper we restrict ourselves to finite-state systems.

We believe that the novelty of our approach is in bringing together two established areas of research,
which as far as we know have not interacted before: namely research on the space and time complexity and
response times of various rule-based systems, and research on verification of real-time systems.

The rest of the paper is organised as follows. In the next section we briefly sketch the kinds of multi-
agent system we want to formalise. In section 3 we sketch how to allocate time costs to the application of
an agent’s rules. In section 4 we show how to represent an agent-environment model as a state transition
system, where transitions between the agent’s states take time dependent on the cost of the rule(s) used
to compute the next state. In section 5 we use known results on complexity of model-checking bounded
temporal formulas (for example, [11]) to define a set of temporal properties of resource-bounded rule-based
agents which admit feasible verification (linear in the size of the transition system). In section 6 we discuss
related work, and in section 7 we conclude and identify areas for future work.

2 Model of a MAS

We begin with a simple MAS consisting of one or more agents and their environment. The agents’ environ-
ment is that part of the physical world or computational system “inhabited” by the agents. The environment
contains objects (or more generally state) and processes which can be perceived and acted upon the agents.



The agents execute asynchronously. We assume that each agent repeatedly executes a fixed sense-think-act
cycle. At each cycle, the agent updates its beliefs based on its observations of the environment at that cycle,
chooses an action or actions to perform and then executes the action(s). We assume that the environment is
partially observable and that both sensing and action are noisy: the agent’s sensors may return incorrect data
and actions may fail in a variety of ways.

Our main interest here is with the think part of the cycle. We wish to model the execution of the
steps in the agent’s program—the computations that the agent performs to update it’s state and ultimately
select an action. In this paper we focus on rule-based agents. In a rule-based agent, the agent’s program
consists of a collection of rules which are executed by a rule interpreter. Compared to lower level procedural
formalisms, such as Java, programming an agent in terms of rules allows a greater degree of abstraction
in the specification of the agent’s behaviours. A wide range of rule-based agent architectures and toolkits
have been developed, e.g., [14, 21], and rule-based programming extensions are increasingly being offered
as add-ons to existing, lower-level, agent toolkits, e.g., JADE [6] and FIPA-OS [19].

A rule-based agent consists of a working memory and one or more sets of condition-action rules of the
form P1, . . . , Pm → Q1, . . . , Qn, where P1, . . . , Pm are the conditions and Q1, . . . , Qn are the actions.
The conditions may contain unbound variables which are bound when the condition is matched against the
contents of working memory. The working memory constitutes the agent’s state, and the rules form the
agent’s program.

At each execution cycle, the agent senses its environment and information obtained by sensing is added
to the previously derived facts and any a priori knowledge in the agent’s working memory. The agent then
performs one or more inference cycles in which it evaluates the condition-action rules forming its program.
At each inference cycle, the conditions of each rule are matched against the contents of the agent’s working
memory and a subset of the rules are fired. This typically adds or deletes one or more facts from working
memory and/or results in some external actions being performed in the agent’s environment. In general, the
conditions of a rule can be consistently matched against the items in working memory in more than one way,
giving rise to a number of distinct rule instances. Following standard rule based system terminology we call
the set of rule instances the conflict set and the process of deciding which subset of rule instances are to be
fired at any given inference cycle conflict resolution.

The number of inference cycles performed at each execution cycle is determined by the agent’s rule
application strategy. Agents can adopt a wide range of rule application and conflict resolution strategies.
For example, they can order the conflict set and fire only the first instance in the ordering at each execution
cycle, or they can fire all rule instances in the conflict set on each execution cycle, or they can repeatedly
compute the conflict set and fire all the rule instances it contains until no new facts can be derived at the
current execution cycle. We call these three strategies single rule at each (execution) cycle, all rules at each
(execution) cycle, and all rules to quiescence respectively.

3 Time bounds on rule execution

We are interested in verifying properties of the form ‘if the agent knows or observes P1, . . . , Pm, it will
conclude (or perform the action) Q in less than t timesteps’ or conversely ‘if the agent knows or observes
P1, . . . , Pm, it not will conclude (or perform the action)Q for at least t timesteps’. It is in general impractical
to run and time the system for all possible interactions between the agents and the environment to establish
such properties. It is also undesirable to specify all the minute details of the matching algorithm and conflict
resolution algorithm as an input to a model checker (besides, model-checking the resulting specification will
mostly likely be unfeasible). In this section, we outline our approach to generating an abstract model of a
system of rule-based agents. States of the abstract model are partial descriptions of the actual contents of
the agent’s working memory. Transitions between states correspond to firing rules or sets of rules, and are
annotated with lower and upper bounds on the time required by the rule-based system to compute the new
state.

In this section we first show how to compute the upper and lower bounds on the time taken to fire a single
rule and then show how this can be generalised to compute upper and lower bounds for sets of rules. The
more we know about the agent’s architecture and program, the more accurate the upper and lower bounds
will be.

The three phases of the rule interpreter, namely, matching rules against working memory, selecting which
rule(s) to fire from the conflict set, and firing the rule(s), each has an associated time cost.



Consider a naive rule interpreter which simply matches each condition in each rule against each fact
in working memory to generate a conflict set containing all possible rule instances. We assume that rule
instances are simply appended to the conflict set in the order in which they are generated and that all rule
instances are fired. In this case, the upper bound on rule execution is given by αwp + β n+ γ n, where w
is the number of working memory elements, p is the number of patterns (condition elements), n is the size
of the resulting conflict set (n ≤ wp) and α, β and γ are constants which scale the basic operations in each
phase to some common measure of time, e.g., the time required to perform a single match. The lower bound
on rule execution is given by αw, since with a naive interpreter, we must match every working memory
element against at least one condition element to discover that no rules match. If the conflict set is empty,
the second and third terms are 0.

In practice, the time required to fire a single rule can be reduced in several ways. For example, we
can reduce the cost of matching by indexing the working memory elements to determine which condition
elements to consider and/or cache the results of previous matches (e.g., using the Rete [12] or TREAT [16]
algorithms). Caching the results of previous matches can significantly increase the upper bound for rule
execution. For example, the Rete algorithm [12] has an upper bound on rule execution of αw2p−1 + β n+
γ n. However caching also significantly reduces the lower bound, giving a minimum rule execution time for
Rete of α. For conflict resolution strategies that only fire a single rule at each cycle, the cost of computing
the conflict set can be reduced by only computing the first element of the conflict set [17]. In this case,
the time required to fire the single rule instance is constant and the upper bound on rule execution becomes
αwp + β + γ, and the corresponding lower bound α.

If we know the number of working memory elements which match each condition element appearing
in the agent’s rules, and know the order in which condition elements are matched, e.g., the structure of the
Rete network, we can provide tighter bounds on rule execution. For example, we could assume that the Rete
network is always optimal, i.e., performs the minimal number of comparisons.1

In many cases, it is convenient to consider upper and lower bounds for sets of rules rather than a single
rule. The upper and lower bounds for a set of rules is the minimum and maximum times necessary to fire all
the rules in the set. There are at least three cases in which this can be useful:

• if there is more than one rule that brings about a condition of interest, then to establish whether a
particular property holds, we may want to to establish the upper and lower bounds for the execution
of this set of rules.

• if the rule we are interested in has a precondition which must be made true by other rules, the to
compute the time required to fire the rule of interest, we need to know how long the other rules take
to satisfy its precondition. For example, given a rule P → Q, if there is a set of rules that make P
true, then the time to make Q true is the time required to execute the ruleset + the time required to
fire P → Q given the resulting working memory. If we also have R → Q, then the time to make Q
true, given that the initial working memory is sufficient to produce both P and R, is the least lower
bound for P and R, and, as upper bound, whatever the next smallest bound is.

• if the agent program consists of several sets of rules which are executed in order, e.g., rules for per-
ception form a set and are all executed before the rules for deliberation, which in turn are executed
before the rules for action selection. In this case the upper bound for the complete execution cycle
can be no greater than the sum of the upper bounds for each ruleset, and the lower bound for the cycle
must be at least the sum of the lower bounds for each ruleset.

In such cases we model the ruleset by a single abstract rule whose upper and lower bounds are deter-
mined by the underlying ruleset. For example, consider the simple ruleset shown in figure 1 which computes
the nearest tile to an agent in Tileworld [18]

When executed by a naive rule interpreter which repeatedly executes the (lexicographically) first rule to
match to quiesence, the lower bound is

αw

when there are no tiles and the upper bound is

w × (αwp + β n+ γ)

1For example, Tan et al. [22] show how to model the time cost of matching for a range of caching strategies, and how to establish
whether a Rete network known to be optimal at compile time remains optimal in the face of working memory updates.



;;; No tile can be nearer than one we
;;; are holding.
RULE holding_tile

(have_tile ?tile)
==>

(ADD nearest_tile ?tile)

;;; If there is no nearest tile from
;;; the last cycle, pick a tile at
;;; random as the nearest.
RULE random_nearest_tile

(NOT have_tile)
(NOT nearest_tile)
(seen_tile ?tile)

==>
(ADD nearest_tile ?tile)

;;; Check to see if there is tile nearer
;;; than the current nearest.
RULE see_nearer_tile

(NOT have_tile)
(nearest_tile ?tile)
(seen_tile ?nearer_tile)
(WHERE dist(sim_myself, nearer_tile) <

dist(sim_myself, tile))
==>

(ADD nearest_tile ?nearer_tile)

Figure 1: An example ruleset

if the entire conflict set must be enumerated to fire the first matching rule at each cycle. If we can assume
that the agent has seen at least one tile and the time required by the rest of the agent’s program does not
depend on the identity of the the nearest tile, the execution of the ruleset can be abstracted into a single rule,
for example

RULE abstract_nearest_tile
(seen_tile ?tile)

==>
(ADD nearest_tile ?tile)

with the same upper and lower bounds as the ruleset.2.

4 Modelling a rule-based multi-agent system as a state transition sys-
tem

It is intuitively clear that any rule-based multi-agent system can be modelled as a state transition system.
In this section, we give a precise translation from a specific type of a rule-based multi-agent system to

a state transition system, and characterise the size of the resulting transition system in terms of the size of
agent programs. In the next section, we use existing results on model-checking complexity of RTCTL (Real
time CTL, [11]) to characterise time required to verify temporal properties of a multi-agent system as a
function of the size of the agent programs.

We assume that agents’ programs are propositional. There is an obvious translation from a predicate pro-
gram where all variables come from a finite fixed domain, to propositional rules (all possible rule instances).
The time bounds on rule firing cycles which we use below, however, come from the original program, where
the rules contain variables, to account for the overhead of pattern matching.

2For a more plausible rule interpreter which indexes the contents of working memory and fires the first matching rule without
enumerating the entire conflict set, the lower bound is O(1) when the agent has seen at least one tile, and the upper bound is cubic in
the number of tiles seen by the agent



All variables used in the agents’ rules (and by the environment) are from a finite set P = {p1, . . . , pn}.
Each agent i in the set of agents A (A = {1, . . . ,m}) has a set of input, output and internal variables,
var(i) = in(i) ∪ out(i) ∪ int(i), with var(i) ⊆ P . The environment also has a set of variables var(e) =
in(e) ∪ out(e) ∪ int(e) with var(e) ⊆ P . For each agent i, in(i) ⊆ out(e), and in(e) ⊆ ⋃

i out(i).
The agents execute sense-think-act cycle asynchronously. At the ‘sense’ part of the cycle, each agent

reads its input variables from the environment. For simplicity, we assume that the ‘sense’ part of the cycle
is infallible; this assumption is not essential and may be relaxed. At the ‘think’ part of the cycle, which
corresponds to the rule firing cycle of the agent, the agent sets the values of its output and internal variables;
at the ‘act’ phase, it writes the values of its output variables to the environment. The environment in turn
may update its internal and output variables at that stage.

We assume that the ‘sense’ and ‘act’ parts of the cycle do not consume any time, or rather a very small
constant which can be ignored. The ‘think’ part of the cycle has different durations for each agent, depending
on the agent’s program and state. We can associate lower and upper bounds (tl(si), tu(si)) on the duration
of the ‘think’ cycle of agent i which commences in state si. The meaning of this pair is that the ‘think’ cycle
starting in state si is going to take at least tl(si) time units and at most tu(si) time units, where the time unit
is the time required to compute one rule match. The upper and lower bounds are integer values.

Given the agent system, the corresponding state transition system S consists of a set of states S, a
transition relation R and an assignment of propositional variables to states V .

Each s ∈ S is a tuple 〈s1, . . . , sm, se〉, where si is a local state of the agent i and se is the state of the
environment. We will denote the set of all local agent states in S by loc(S) (the set of all si such that they
are a member of some tuple s ∈ S) and environment states by env(S) (the set of all se such that they are
a member of some tuple s ∈ S). The local state of the agent encodes information about the truth values of
the agent’s variables, but also about the control state of the agent’s program (which rules have been fired
etc.), whether the agent is ready to sense and act (assume readyi is an output variable for each agent i), and
a clock variable the use of which will be explained below (clock is not a propositional variable from P , but
an integer-valued variable).

The assignment V is a function from pairs (si, p) to {true, false}, where either si ∈ loc(S) and p ∈
var(i), or si ∈ env(S) and p ∈ var(e). The assignment function is determined by the agent system in a
straightforward way (V (si, p) = true if p is true in the corresponding agent state). Assignments do not
have to be consistent between agents (e.g., in state s, V (s1, p) may be true, V (s2, p) may be false, and
V (e, p) may be true).

The transition relation R ⊆ S × S is defined in terms of three auxiliary relations: Rs (‘sense’), Rt

(‘think’), and Ra (‘act’), as R = Rs ◦Rt ◦ Ra. We assume that from every state s it is possible to make an
R transition to some state (even if it is a ‘halt’ state with a transition to itself).

Rs(s, s′) if, and only if, se = s′e (environment state does not change), and for each agent i either
readyi = false, in which case its state does not change, or readyi = true. In the latter case, for each of
i’s input variables p, V (s′i, p) = V (se, p) (the value of agent i’s input variable in s′i is equal to the value it
had for the environment at s). From the definition it follows that Rs is a deterministic transition; note that
this corresponds to the case where the sensing is infallible, and all input variables are read correctly.

Rt(s, s′) if, and only if, se = s′e (environment state does not change), and the agents’ states are updated
in one of the two ways, defined below as a ‘busy’ transition or ‘update’ transition.

Recall that for each agent i and state s in which a ‘think’ transition is possible, we have a pair of lower
and upper bounds (tl(si), tu(si)). Each agent also has a clock variable xi, which counts how many ‘think’
cycles have been spent for the given rule-firing cycle, and a variable readyi, which is set to false if the
agent’s rule firing cycle is not complete. The value of the clock and the bounds determine whether the agent
performs a ‘busy’ transition or an ‘update’ transition, or if both of them are enabled.

If xi < tl(si) (the time the agent has spent thinking so far is less than the lower bound on the length of
the rule firing cycle), the agent does nothing but increments xi (s′i is like si but the clock value x′i = xi +1).
This is a ‘busy’ transition. The values (tl(si), tu(si)) persist into the next state and readyi is false (until the
clock value is reset to 1).

If xi = tu(si) (the time spent thinking equals to the upper bound), the agent has to update its state. The
values of its internal and output variables are set in accordance with its rules, the clock variable is set to 1
and readyi to true. This is an ‘update’ transition.

If tl(si) ≤ xi ≤ tu(si), the agent can perform both a ‘busy’ transition and an ‘update’ transition (in this
case, Rt is a non-deterministic transition relation).

Ra(s, s′) if, and only if, si = s′i for each agent i (agent’s state does not change), and for each of the



environment’s input variables p, V (s′e, p) is changed to reflect the real agent system behaviour. Namely, in
case p is an output variable of a single agent i with readyi = true, then V (s′e, p) = V (si, p). If several
agents with the ready variable set to true output p, their values for p do not have to be the same; in this case
the environment has a rule for choosing a value for p. Internal and output variables of the environment are
also updated at s′e. This transition may be non-deterministic.

Proposition 1 Given a rule-based multi-agent system with m agents, n propositional variables, r proposi-
tional rules, and t the largest upper bound on the ‘think’ transition in any agent, the size of the corresponding
state transition system is bounded by 2m(n+r+c) × tm, where c is a constant.

Proof. The number of different local states for every agent is 2n+r+c × t: since each local state is encoding
an assignment to n propositional variables, control state of the agent program which may depend on r (e.g.,
which rule is scheduled to be fired), and the value of the clock which can have one of t values; c represents
the rest of control information, such as the value of readyi.

The number of global states is bounded by the number of all possible combinations of local states, which
is (2n+r+c × t)m = 2m(n+r+c) × tm.

The size of the transition relation R is significantly smaller than S2.
	

4.1 Example

Below, we introduce a simple example of an agent-environment system, and describe a corresponding state
transition system.

Assume that the system consists of two agents and an environment. Each agent has two variables pi, qi
and one rule pi → qi. For the first agent, the time bounds on the rule firing cycle when p1 is true are [2, 3];
for the second agent, if p2 is true, the rule can be fired in one cycle (bounds are [1, 1]). The input and output
variables are as follows:

in(1) = {p1}, out(1) = {q1}, int(1) = ∅.

in(2) = {p2}, out(2) = {q2}, int(2) = ∅.

in(e) = {q1, q2}, out(e) = {p1, p2}, int(e) = ∅.

Suppose the system starts in state s where the local states are as follows:

in si (i ∈ {1, 2}), pi, qi are false, readyi is true, xi = 1

in se, p1, p2 are true and q1, q2 are false.

The resulting system looks as follows:

5 Model-checking temporal properties of agents

We express temporal properties of agents in RTCTL (Real Time CTL) [11]. Since our time bounds are
integers, we can express all the upper and lower bound properties in CTL using nestings of operators, but
RTCTL provides a more convenient notation.

We define formulas of temporal logic RTCTL-B extended with a belief operator Bi, one for each agent
i. A formula of RTCTL-B is defined by

φ = p | Bip | φ ∨ φ | ¬φ | EXφ | EGφ | EG[a,b]φ | E(φUφ) | E(φU[a,b]φ)

where p is a propositional variable, and Bip means: agent i believes p, and a, b are non-negative integers.
Bip can be treated as a special kind of propositional variable. The meaning of temporal logic formulas is
defined relative to a notion of a path in a state transition system. A path in S = (S,R, V ) is an infinite
sequence of states from S: s0, s1, . . ., such that for each pair si, si+1, R(si, si+1). EXφ is true in a state
of a transition system if there is a path starting from that state where in the next state φ holds. EGφ means:
there is a path where φ holds in every state, and E(φUψ) means: there is a path where φ holds until ψ
becomes true. The meaning of bounded EG and EU operators is as follows: EG[a,b]φ holds if there is a



Figure 2: Example state transition system

path, where φ holds in all the states reachable by more than a and fewer than b steps; E(φU[a,b]ψ) holds
if there is a path, where a state satisfying ψ is reachable by more than a and fewer than b steps, and in all
preceding states, φ holds.

The truth conditions of RTCTL-B in a state transition S = (S,R, V ) are defined as follows (where s ∈ S
and S, s |= φ is read as ‘s satisfies φ in S’):

S, s |= p iff V (se, p) = true

S, s |= Bip iff V (si, p) = true

S, s |= φ ∨ ψ iff S, s |= φ or S, s |= ψ

S, s |= ¬φ iff not S, s |= φ

S, s |= EXφ iff there is a path s0,1 , s2, . . ., where s0 = s and S, s1 |= φ

S, s |= EGφ iff there is a path s0, s1, s2, . . ., where s0 = s and for each si on the path, S, si |= φ

S, s |= EG[a,b]φ iff there is a path s0, s1, s2, . . ., where s0 = s and for each si with a ≤ i ≤ b on the path,
S, si |= φ

S, s |= E(φUψ) iff there exists a path s0, s1, s2, . . ., where s0 = s, there exists i ≥ 0 such that S, si |= ψ
and for all j < i, S, sj |= φ

S, s |= E(φU[a,b]ψ) iff there exists a path s0, s1, s2, . . ., where s0 = s, there exists i with a ≤ i ≤ b such
that S, si |= ψ and for all j < i, S, sj |= φ

A formula φ is true in a model if every state satisfies it.
Other boolean connectives can be defined in a standard way, and also the following temporal operators:

AXφ
df
= ¬EX¬φ (on all paths, in the next state φ holds)



EFφ
df
= E(
Uφ), where 
 is a logical tautology (there exists a path where after finitely many steps φ

holds)

AGφ
df
= ¬EF¬φ (φ is true in all states on all paths)

AFφ
df
= ¬EG¬φ (on each path, φ is true at some finitely reachable point)

A(φUψ)
df
= ¬E(¬ψU(¬φ ∧ ¬ψ)) ∧ ¬EG¬ψ

As an example of a property expressible in RTCTL-B, consider ‘if p1 is true, then after at most 3 steps
agent 1 will believe q′1:

AG(p1 → A(
U[0,3]B1q1))

Given a state transition system S as defined above, and an RTCTL-B formula φ, the problem whether
all states of the system satisfy φ is decidable in linear time (if the upper and lower bounds a, b are written in
unary). This follows from the model-checking complexity of RTCTL[11] and the fact that formulas of the
form Bip can be treated as propositional variables.

Theorem 1 Given a rule-based multi-agent system with m agents, n propositional variables, r proposi-
tional rules, and t the largest upper bound on the ‘think’ transition in any agent, the problem whether a
property expressed as an RTCTL-B formulaφ is true in the system is decidable in timeO(|φ|×2m(n+r)×tm).

Proof. From linear time complexity of RTCTL-B model-checking and the size of corresponding state tran-
sition system established in Proposition 1. 	

6 Related work

A considerable amount of work has been done in the area of model-checking multi-agent systems (see, e.g.,
[8, 7]. However, the emphasis of this work is on correctness rather than the timing properties of agents,
which is our primary interest.

There has been also considerable work on the execution properties of rule based systems, both in AI and
in the active database community. Perhaps the most relevant is that of of Chen and Cheng on predicting the
response time of OPS5-style production systems. In [9], they show how to compute the response time of
a rule based program in terms of the maximum number of rule firings and the maximum number of basic
comparisons made by the Rete network. In [10], Cheng and Tsai describe a tool for detecting the worst-
case response time of an OPS5 program by generating inputs which are guaranteed to force the system into
worst-case behaviour, and timing the program with those inputs. Also relevant are the complexity analyses
of various matching algorithms, e.g., [12, 16, 17] and work on the design of optimal match networks, e.g.,
[22]. As sketched in section 3, this work provides a rich framework for the analysis of upper and lower
bounds on the firing of individual rules. However, to our knowledge, there has been little work to date on
rule abstraction. Results for upper and lower bounds on sets of rules typically assume that all rules are
compiled into a single global match network, making it difficult to compute the upper and lower bound for
an arbitrary set of rules.

The literature also contains a number of analyses of average case complexity for match networks, e.g.,
[2]. The assumptions required by this type of analysis (e.g., numbers of working memory elements per
class, average numbers of additions and deletions from working memory per cycle etc.) can also be used
in tightening the lower and upper bounds, and this work could be used to verify average case properties,
such as whether on average, the length of time the agent spends planning is shorter than the rate at which
environment changes. Some authors have also advocated the use of empirical studies to characterise the
average case performance of rule based systems, e.g., [15]; again if such data are available, they could be
used in verifying average case properties.

There has also been some work on characterising termination conditions for rule based programs, e.g.,
[1, 23, 10]. However this is less relevant to the framework presented in this paper, since we do not require
that the agent’s production system terminates. So long as each (abstract or concrete) rule instance executes
in bounded time and the set of states is finite, we can express and verify properties of the agent.

Another strand of relevant work is verifying temporal properties of agent systems, in particular real-time
properties, where actions are assumed to take non-trivial time. In [20], Singh proposed a framework for



modelling agent systems where actions have duration and can be executed in parallel. However, to the best
of our knowledge, complexity issues for this framework have not been explored. In [13], a semi-decidable
formalism for expressing what knowledge an agent has at what time was presented, and implemented in
Prolog. This work has very similar motivation to the work presented here. However, a particular kind of
conflict resolution strategy was assumed (all rules at one cycle’ in our terminology).3 In [3, 4], a more
flexible step-counting logic was presented, which could model various conflict-resolution strategies used
by an agent. The model checking problem for this logic is decidable. However, there is no automatic
verification procedure associated with this framework, while the approach presented in this paper can be
easily adapted to use existing model-checkers, such as Mocha [5].

7 Conclusions

In this paper, we have shown how to model a multi-agent system involving rule-based agents and to assign
durations to the steps comprising an agent’s think cycle. The agent’s internal actions can be modelled either
at a low level, where each match and rule firing is modelled as a separate transition, or at a more abstract
level, where firing a whole rule set is assigned upper and lower time bounds.

We have shown how an existing modelling framework, state transition systems, can be used to specify
the system, and how an existing verification language, RTCTL, can be used to specify temporal properties
of agents. For a discrete flow of time, the problem of whether all runs of the automaton satisfy the property
is decidable. There are tools, such as Mocha [5], which enable automatic verification of the agent’s response
properties.

The framework for verifying bounds on deliberation time in rule-based agents proposed in this paper
brings together two well-established strands of work; however we believe that the combined approach has
not been tried before, and promises interesting results on verifying response times of existing rule-based
systems. In future work, we plan to study in more detail potential abstraction techniques (generalising a rule
set to a single rule) which would reduce the state space of the transition system.
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