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Abstract The factors and factor matrix of a regular language are defined and their properties stated. It is shown that the factor matrix of a language $Q$ has a unique starch root called the factor graph of $Q$. The Knuth, Morris, Pratt pattern-matching algorithm, its extensions and Weiner's substring identifier algorithm are all shown to correspond to finding the factor graph of some regular language.
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The remarkable pattern-matching algorithm due to Knuth, Morris and Pratt [7] is well-known and needs no introduction. Much less well-known is an area of automata theory initially developed by Conway [5] - the study of the factors of a regular language. This paper correlates these two in a way which we feel is quite startling. The results we present therefore offer (in our opinion) a significant challenge to automata theorists - to explain the correlation and to exploit it by developing new algorithms for the solution of pattern matching problems.

In section 2 we define the factors of a language and state a number of properties of factors due to Conway [5]. We then prove that the factors of a regular language $Q$ define a (non-deterministic) recogniser of $Q$ which we call the factor graph of Q. Sections 3 and 4 then show that the failure function method of solving the pattern matching problem is equivalent to finding the factor graph of a regular language. Section 4 illustrates that, after a minor modification, Weiner's algorithm [9] is also equivalent to finding the factor graph of a regular language.

We shall assume familiarity of the reader with the terminology of graph theory and language theory. There is a well-known correspondence between labeiled p-node graphs and $p \times p$ matrices, and hence we use the terms graph and matrix synonomously. e is used to denote the empty word and V is used to denote a finite alphabet. Following Conway [5] we call a matrix all of whose non-null entries are $e$ constant matrix and a matrix 2.11 of whose entries are subsets $\left\{a_{1}, a_{2}, \ldots, a_{k}\right\}$ of $V$ a linear matrix. A constant + linear matrix is, as the terminology suggests, one which is the union of a constant and a linear matrix. A recogniser ( $G, S, T$ ) consists of a constant + linear matrix $G$ and two subsets $S$ and $T$ of the nodes of $G$ which are designated as start and terminal nodes, respectively. The language recognised by $(G, S, T)$ is $\underset{\operatorname{SES},}{\bigcup_{S T}} G_{S t}^{*} \cdot A$ recogniser is all-admissible if for all nodes $x$ of the graph there is a path in the graph from some start node $s$ to $x$ and a path from $x$ to some terminal node $t$. Finally if $X$ is a finite set $2^{X}$ denotes the set of all subsets of $X$ and $|X|$ denotes the size of $X$.

### 2.1 Fundamentals of Factory Theory and the Factor Maxtrix

The concept of a factor of a regular language was introduced by Conway [5]. Since Conway's work appears not to be well known, this section summarises the fundamental definitions and properties of factors. All proofs can be found in Conway's book.

Definitions Let $F, G, H, \ldots, K, Q$ denote arbitrary languages F.G...H...J.K is a subfactorization of $Q$ if and only if F.G...H...J.K $\subseteq$ Q. (*).

A term $H$ is maximal if no word may be added to $H$ without violating the inequality (*). A factorization of $Q$ is a subfactorization in which every term is maximal. A factor of $Q$ is any language which is a term in some factorization of $Q$. A left (right) factor is one which can be the leftmost (rightmost) term in a factorization of $Q$.

Lemma 1 Any left factor is the left factor in some 2-term factorization. Any right factor is the right factor in some 2 -term factorization. Any factor is the central term in some 3-term factorization. The condition that $L . R$ be a factorization of $Q$ defines a (1-1) correspondence between left and right factors of $Q$.

Let $Q$ be a regular language having a left factors. Following Conway, let us index the left and right factors as $L_{1}, L_{2}, \ldots, L_{q}$ and $R_{1}$, $R_{2}, \ldots, R_{q}$ wherein corresponding factors (see lemma 1 ) are given the same index. We now define $Q_{i j}(I \leq i, j \leq q)$ by the condition that $L_{i} Q_{i j} R_{j}$ is a subfactorization of $Q$ in which $Q_{i j}$ is maximal. (It is important to note that $L_{i} Q_{i j} R_{j}$ may not be a factorization of $Q$ ). We note that, by lemma $1, H$ is a factor of $Q$ if and only if it is some $Q_{i j}$. Thus the factors of $Q$ are organised into a $q \times q$ matrix which is called the factor matrix of $Q$ and is denoted $Q$.

Various properties of the factor maxtrix may be observed [5], some of which are summarized below.

Theorem 2
(i) $H$ is a factor of $Q \Leftrightarrow H$ is some entry $Q_{i j}$ in the factor matrix Q.
(ii) $Q_{i j}$ is maximal in the subfactorizations $L_{i} \cdot Q_{i j} \subseteq L_{j}$ and $Q_{i j} \cdot R_{j} \subseteq R_{i}$. Thus $Q_{i j}$ is a right factor of $L_{j}$ and a left factor of $R_{i}$.
(iii) $\exists$ unique indices $s$ and $t$ such that $Q=L_{t}=R_{S}=Q_{S t}$, $L_{i}=Q_{S i}$ and $R_{i}=Q_{i t}$.
(iv) $|\bar{Q}=| \bar{Q}{ }^{*}$.
(v) If $A_{1}, A_{2} \ldots A_{m} \subseteq Q_{i j}$ is a subfactorization of $Q_{i j}$, then $\exists$ indices $k_{1}, k_{2}, \ldots, k_{m-1}$ such that $A_{1} \subseteq Q_{i k_{1}}, A_{2} \subseteq Q_{k_{1} k_{2}}, \ldots$, $A_{m} \subseteq Q_{k_{m-1}} j$.

Theorem 2 is an extremely interesting and powerful theorem, from which most results on factors can be deduced immediately. Part (iii) tells us that the $s$ th row of $Q$ contains all the left factors and the $t$ th column all the right factors, and the intersection of this row and column is the language $Q$ itself. This and (iv), $Q=|$|  |
| :---: |
|  | , suggest very strongly that there is some recogniser of $Q,(G,\{s\},\{t\})$, consisting of a graph $G$ with start node $s$ and terminal node $t$, such that $L_{i}$ is the set of all words taking node $s$ to node $i$, and $R_{j}$ is the set of all words taking node $j$ to node $t$. In fact there is often more than one such $G$, but we shall show that there is a unique minimal one.

### 2.2 The Factor Graph

In this section we shall outline the proof that there is a unique minimal matrix $G_{Q}$ such that $\sqrt{Q}=G_{Q} . \quad G_{Q}$ is a constant + linear matrix and so is called the factor graph of $Q$.

Theorem 3 (Conway) $\exists$ unique maximal constant and linear matrices $\mathrm{C}_{\max }$ and $\mathrm{I}_{\max }$ such that $\widehat{Q}=\left(\mathrm{C}_{\max }+I_{\max }\right) *$.

Proof $C_{\max }$ and $L_{\max }$ are defined to be the unique maximal constant and linear matrices (respectively) such that $\bar{Q} \geq C_{\max }$ and $\mid \bar{Q} \supseteq L_{\max }$. The reader is referred to [3] or [5] for the remainder of the proof.

Let $A, B$ and $C$ be $p \times p$ matrices, elements of which are regular languages. Let $[B \backslash C]_{i j}=\left[b_{i j} \backslash c_{i, j}\right]$ where $\backslash$ denotes set difference. Let $E$ be the p×p matrix, where $E=\left[e_{i j}\right], e_{i j}=e$ if $i=j$ and $e_{i j}=\emptyset$ otherwise.

Lemma $4 C_{m a x} \backslash E$ is acyclic.

Proof Suppose $\mathbb{C}_{\max } \backslash \mathrm{E}$ contains cycles. Then there must be two distinct nodes $i$ and $j$ such that $\left[C_{\max } \backslash E\right]_{i j}=e=\left[C_{\max }\right]_{j i}$. Using $\widehat{Q}=\widehat{Q}^{*}(2(i v))$ we may deduce that $Q_{S i} \geq Q_{S j} \supseteq Q_{S i}$. I.e. $Q_{S i}=L_{i}$ $=Q_{S j}=L_{j}$. Similarly $R_{i}=R_{j}$. But then $i=j$ and we have a contradiction.

The main theorem in this section is the following.

Theorem 5 Let $Q$ be a regular language, and let $C_{\max }$ and $L_{\max }$ be as defined in Theorem 3. Then there is a unique minimal matrix $G_{Q}$ such that $G_{Q}^{*}=|\bar{Q}|$, given by $G_{Q}=\left(\left(C_{\max }+L_{\max }\right) \backslash E\right) \backslash\left(\left(C_{\max }+L_{\max }\right) \backslash E\right)^{2+*}$. Moreover the triple $\left(G_{Q},\{s\},\{t\}\right)$ (where $s$ and $t$ are given by Theorem 2 (iii)) is a recogniser for $Q$.
$G_{Q}$ is a constant + linear matrix and so its graph will be called the factor graph of $Q$.

Proof The proof given here differs from that given in [4] and was suggested by Mike Paterson. We assume two fundamental properties of regular languages [8]:
(a) The matrix equations $R=A R+B$ and $S=S A+C$ have the unique solutions $R=A * B$ and $S=C A *$, respectively, provided that $A$ does not possess the empty word property.

We note also from lemma 4 and the definition of the empty word property [8] that:
(b) Neither ( $\left.\mathrm{C}_{\max }+\mathrm{L}_{\max }\right) \backslash E$ nor $G_{Q}$ possess the empty word property. The proof of the theorem is now as follows.

Let $B=\left(C_{\max }+L_{\max }\right) \backslash E$. Then $G_{Q}=B \backslash B^{2+*}$. So, by definition,

$$
\mathrm{B}^{+}=\mathrm{G}_{\mathrm{Q}}+\mathrm{B} \cdot \mathrm{~B}^{+}
$$

Hence, by (a) and (b), $B^{+}=B^{*} \cdot G_{Q}$.
Therefore

$$
\begin{aligned}
B^{*} & =E+B^{+}=E+B^{*} \cdot G_{Q} \\
& =G_{Q}^{*}, \text { by (a) and (b). }
\end{aligned}
$$

I.e. $\mid \bar{Q}=\left(C_{\max }+\mathrm{I}_{\max }\right)^{*}$
$=\left(\left(\mathrm{C}_{\max }+\mathrm{L}_{\max }\right) \backslash \mathrm{E}\right)^{*}=\mathrm{G}_{\mathrm{Q}}^{*}$.

The following simple example illustrates the concepts of factor graph and factor matrix.

Let $Q=(a+b) * a(a+b) * b(a+b) *$

Table 1 shows the corresponding left and right factors of $Q$ and table 2 shows the factor matrix of $Q$ and indicates the row s and column $t$ corresponding to the left and right factors, respectively. Finally figure 1 shows the factor graph of $Q$.

| Row/col. no. | Left Factors | Right Factors |
| :---: | :--- | :--- |
| 1 | $(a+b) *$ | $Q$ |
| 2 | $(a+b) * a(a+b) *$ | $(a+b) * b(a+b) *$ |
| 3 | $Q$ | $(a+b) *$ |

Table 1
left factors $\rightarrow\left[\begin{array}{lll}(a+b) * & (a+b) * a(a+b) * & Q \\ (a+b) * & (a+b) * & (a+b) * b(a+b) * \\ (a+b) * & (a+b) * & (a+b) * \\ & & \text { right factors }\end{array}\right]$

## Table 2



FIGURE 1

A number of other examples of factor graphs appear in [3] where also an algorithm for calculating the factor graph of a language is presented. Note however that the algorithm may have exponential time complexity (in the size of a regular expression denoting Q). Indeed the number of nodes in the factor graph of $Q$ may be exponential in the size of a regular expression denoting $Q$ [3]. These remarks militate strongly against the possibility of applying factor theory in any practical language recognition problems. Nevertheless the next two sections demonstrate one area where the factor graph has found a practical application.

A minor technical nuisance in the calculation of factor graphs is that $\emptyset$ may be a factor, and the factor graph can have up to two "useless" nodes i.e. nodes such that there is no path from s to the node, or no path from the node to $t$. We call the graph obtained by eliminating these nodes the all-admissible factor graph and all factor graphs we display will be all-admissible.

## 3. Failure Functions

The problem of relevance to the next three sections is the stringmatching problem. That is, given a (long) symbol string $X=x_{1} x_{2}, \ldots x_{m}$, the "text", and another (short) string $Y=y_{1} y_{2}, \ldots y_{n}$, the "pattern", over the same alphabet $V$, find all occurrences of the pattern as a consecutive substring in the text.

Two methods for solving this problem are available, both of which have time-complexity which is linear in the combined length of the pattern and text strings. In the next section we shall relate the first method, the use of failure functions [6,7], to factor theory and in section 4 we relate the second method, Weiner's bi-trees [9], to factor theory.
 $\{1 \ldots r\} \rightarrow 2^{\{0 \ldots r\}}$ is defined by:

$$
f *(i)=\left\{j \mid j \leq i \text { and } z_{1} \cdots z_{j}=z_{i-j+1} \cdots z_{i}\right\} .
$$

The failure function $f:\{1 \ldots . . r\} \rightarrow\{0 \ldots r-1\}$ is defined by [6]:

$$
f(i)=\max \{j \mid j \varepsilon f *(i) \text { and } j \neq i\}
$$

The failure function of $Z$ corresponds naturally to a transition diagram recognising $V * Z$. As an example, the functions $f$ and $f *$ defined for $Z=$ aabba are given in table 3 ; fig. 2 shows the corresponding transition diagram. In the transition diagram there is an arc labellede from node i to node $j$ iff $f(i)=j$. It is our objective to show that fig. 2 is the factor graph of $V * a a b b a$, that $C_{\max }$ corresponds to $f *$ and $\left(C_{\max } \backslash E\right) \backslash\left(C_{\max } \backslash E\right)^{2+*}$ to $f$.


FIGURE 2

| $i$ | 1 | 2 | 3 | 4 | 5 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $z_{i}$ | $a$ | $a$ | $b$ | $b$ | $a$ |
| $f *(i)$ | $\{0,1\}$ | $\{0,1,2\}$ | $\{0,3\}$ | $\{0,4\}$ | $\{0, I, 5\}$ |
| $f(i)$ | 0 | 1 | 0 | 0 | 1 |

TABLE 3

In all the following lemmas the string $z=z_{1} z_{2} \ldots z_{r}$, over the alphabet $V$, is understood. Proofs of all results can be found in [4].

Lemma 6

$$
\begin{aligned}
f *(i) & =\left\{j \mid z_{1} \ldots z_{i} \varepsilon V * z_{1} \ldots z_{j}\right\} \\
& =\left\{j \mid V * z_{1} \ldots z_{i} \subseteq V * z_{l} \ldots z_{j}\right\}
\end{aligned}
$$

Lemma $7 \quad f *(i)=\{i\} u f *(f(i))$.

Lemma 8 Q has $r+2$ left factors, namely $L_{o}=V *, L_{1}=V * z_{1}, L_{2}=V z_{1} z_{2}, \ldots$, $L_{r}=V *_{z_{1}} z_{2} \ldots z_{r}$ and $L_{r+1}=\phi$

Theorem 9 The all-admissible factor graph of $Q=V * Z=V * Z_{1} z_{2} \ldots z_{r}$ can be constructed from the failure function for $Z$ as follows:
(a) There are $r+1$ nodes, the (i-1)th node being connected to the ith node by an arc labelled $z_{i}(1 \leq i \leq x)$
(b) There is an e-arc from the $i$ th node to $f(i)$.

Proof Let $G(Z)$ be the graph constructed by applying steps (a) and (b).

By lemma 8 the factor graph of $Q$ has $r+1$ nodes. Let $C_{m a x}$ and $L_{\text {max }}$ be the maximal constant and linear matrices such that $\widehat{Q}=\left(C_{\max }+L_{\max }\right) *$. Since $V *_{z_{1}} \ldots z_{i-1} \cdot z_{i} \cdot z_{i+1} \ldots z_{r} \subseteq Q$ and $V *_{z_{1}} \ldots z_{f(i)} \supseteq V *_{z_{1}} \ldots z_{i}$ (lemma 6) we have $C_{\max }+\mathrm{L}_{\max } \supseteq \mathrm{G}(\mathrm{Z})$. Let $\mathrm{C}_{\text {min }}$ and $L_{\text {min }}$ be the constant and linear parts of $G(Z)$. We must prove that (a) $C_{\max }=C_{\text {min }}^{*}$,
(b) $L_{\max } \subseteq\left(C_{\min }+\mathrm{L}_{\min }\right) *$, (c) $\mathrm{C}_{\min } \subseteq\left(\mathrm{C}_{\max } \backslash E\right) \backslash\left(\mathrm{C}_{\max } \backslash E\right)^{2+*}$ and (d) $L_{\min } \subseteq L_{\max } \backslash\left(\left(C_{\max }+\mathrm{L}_{\max }\right) \backslash E\right)^{2+*}$. (a) and (b) establish that $\widehat{Q}=G(Z)^{*}$; (c) and (d) establish the minimality of $G(Z)$.

Let $L_{i}=V * z_{1} \ldots z_{i}, \quad l \leq i \leq r$ and $L_{o}=V *$.
(a) is immediate from lemma 8 and the identity $C_{m i n}^{*}=E+C_{\min } \cdot C_{\min }^{*}$. (For e $\varepsilon Q_{i j} \Leftrightarrow L_{j} \supseteq L_{i}$ (Theorem 2) $\Leftrightarrow j \varepsilon f *(i)$ (lemma 6). Also $\left.e \varepsilon\left[C_{\min }\right]_{i j} \Leftrightarrow j=f(i).\right)$

To prove (b), suppose a $\varepsilon Q_{i j}$, where a $\varepsilon V$. Then $z_{1} \ldots z_{i} \cdot a \cdot z_{j+1} \ldots z_{r}$ $\subseteq L_{i} \cdot a \cdot R_{j} \subseteq Q$ (Theorem 2) $\Rightarrow i \geq j-1, a=z_{j}$ and $z_{1} z_{2} \ldots z_{j-1}=$ $z_{i-j+2} \cdots z_{i}$. Thus $j-1 \varepsilon f *(i)$, whence $\left[C_{\min }^{*}\right]_{i, j-1}=e(b y(a))$, and $\left[L_{\min }\right]_{j-1, j}=a . \therefore$ a $\varepsilon\left[C_{\min }^{*} \cdot L_{\min }\right]_{i j}$. I.e. $L_{\max } \subseteq\left(C_{\min }+L_{\min }\right) *$.

To prove (c), suppose e $\varepsilon\left[C_{\min }\right]_{i j}$ and $\mathrm{e} \varepsilon\left[\left(C_{\max } \backslash E\right)^{2+*}\right]_{i j}$. Then $j=f(i)$. But also $\exists \mathrm{k}$ such that $\left[C_{\max } \backslash E\right]_{k j}=e . \quad$ I.e. $i \neq k \neq j$, $k \varepsilon f *(i)$ and $j \in f *(k)$. But then $i>k>j$ and $k \varepsilon f *(i)$ contradicting the maximality of $f(i)=j$.
(d) is proved similarly. Suppose $z_{j} \varepsilon\left[\left(C_{\max }+L_{\max }\right) \backslash E\right]_{j-1, j}^{2+*}$.

Then $\exists$ indices $k, m$ such that $e \varepsilon\left[C_{\max } \backslash E\right]_{j-1, k}, z_{j} \varepsilon\left[L_{\max }\right]_{k m}$ and
e $\varepsilon\left[C_{\max } \backslash E\right]_{\operatorname{mj}} \ldots \mathrm{k}<j-1$ and $j<m$. I.e. $k<m-1$. But also $z^{\ldots} \ldots z_{k} \cdot z_{j} \cdot z_{m+1} \ldots z_{r} \subseteq L_{k} \cdot z_{j} \cdot R_{m} \subseteq Q$ (Theorem 2) $\Rightarrow k \geq m-1$. This is a contradiction, so (d) is proved.

## 4. Generalised Failure Functions and Bi-trees

For lack of space we can only provide examples to illustrate the relationship between factor graphs and generalised failure functions and bi-trees. For further details see [4].

### 4.1 Generalised Failure Functions

An obvious generalisation of the string-matching problem is the following: Given a text $X$ and $p$ patterns $Y_{1}, Y_{2}, \ldots, Y_{p}$ find all occurrences of each pattern in the text. The failure function method can be generalised to solve this problem in time proportional to $m+n_{1}+\ldots+n_{p}$, where $m$ is the length of text and $n_{i}$ is the length of the pattern $Y_{i}[\mathcal{I}]$. The method involves constructing a tree from the set of pattern strings and defining a failure function from the nodes into the nodes of the tree. For example the tree constructed from the set of strings \{abc, bc,bda\} is shown in Fig. 3(a), and table 4 gives the failure function.

| Node No. | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| Failure Node | 1 | 1 | 5 | 6 | 1 | 1 | 1 | 2 |

## TABLE 4

Letting $\$_{1}, \$_{2}$ and $\$_{3}$ by any new symbols not appearing in the pattern strings, fig. 3(b) shows the factor graph of $\left\{a, b, c, d, \$_{1}, \$_{2}, \$_{3}\right\}^{*}$ (abc\$1 $\left.u b c \$_{2} u b d a \$_{3}\right)$. Note that, apart from an extra node and the $\$$ arcs to it, the linear part of the factor graph corresponds to the tree of fig. 3(a), and the constant part corresponds once more to the failure function, where there is an arc labelled efrom node $i$ to node $j$ iff $f(i)=j$.
4.2 Bi-trees

Weiner's bi-tree method [9], for computing substring identifiers, constructs two trees a prefix tree and an auxiliary tree [2]. The string $Z=b b a b b$ has prefix identifiers \{bba,ba,a,bbf,bf,f\}. The
prefix tree and auxiliary tree for $Z$ are shown in figs. $4(a)$ and $4(b)$, respectively, whilst figs. 5(a) and 5(b) show the linear and constant parts of the factor graph of $Q=\left\{a, b, 卜, \$_{1}, \ldots, \$_{6}\right\} *\left\{b b a \$_{1}, b a \$_{2}, a \$_{3}\right.$, bbl$\left.\$_{4}, \mathrm{~b} \mid \$_{5}, \mathrm{~F}_{6}\right\}$, respectively.
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FIGURE 3(a)


FIGURE 3(b) Factor Graph of $I *\left(a b c \$_{1} \cup b c \$_{2} \cup b d a \$_{3}\right)$.


