Exploring the Landscape of the Space of Heuristics for Local Search in SAT
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Abstract—Local search is a powerful technique on many combinatorial optimisation problems. However, the effectiveness of local search methods will often depend strongly on the details of the heuristics used within them. There are many potential heuristics, and so finding good ones is itself a challenging search problem. A natural method to search for effective heuristics is to represent the heuristic as a small program and then apply evolutionary methods, such as genetic programming. However, the search within the space of heuristics is not well understood, and in particular little is known of the associated search landscapes. In this paper, we consider the domain of propositional satisfiability (SAT), and a generic class of local search methods called ‘WalkSAT’. We give a language for generating the heuristics; using this we generated over three million heuristics, in a systematic manner, and evaluated their associated fitness values. We then use this data set as the basis for an initial analysis of the landscape of the space of heuristics. We give evidence that the heuristic landscape exhibits clustering. We also consider local search on the space of heuristics and show that it can perform quite well, and could complement genetic programming methods on that space.

I. INTRODUCTION

Many hard combinatorial optimisation problems can be effectively addressed using local search methods. To provide more effective local search algorithms, heuristics are employed to direct the search. However, designing an effective heuristic, for use within a local search, can be a difficult task. Tree based Genetic Programming (GP) [12], a program synthesis technique, has previously been used to create heuristics in this way [8]. GP is itself a search on the space of semantically valid programs in a given language; hence, using GP, with a language that describes heuristics, becomes a search on the space of heuristics. In this paper, we investigate the nature of the space of heuristics for solving SAT through a particular kind of local search, with the intent to improve search methods, and to ultimately find better heuristics in a more effective manner. For clarity, we emphasise that the search process, and landscapes, that we consider are on the space of heuristics used for solving SAT, and not on the original SAT problem.

The structure of this paper is as follows. In Section II, we describe the SAT problem domain, the pertinent local search methods, and discuss previous work in the automated synthesis of heuristics. We also give the language we use to encode the heuristics. In Section III, we give the methods we use to generate extensive data on the space of heuristics, and give an some initial landscape study, as well as describing the tree-edit distance metric [14] that we use. In Section IV, we consider local search methods, on the search space of heuristics, and give the results of a study of the local optima found. Finally, in Section V, we discuss overall conclusions and future work.

II. PROBLEM DOMAIN

The Boolean Satisfiability Problem (SAT) is a standard decision problem; given a propositional formula $P$, (in clausal normal form, CNF) over a set of propositional variables $v_i$, determine if there exists an assignment of truth values to the variables such that $P$ evaluates to True. Exact SAT algorithms [9] allow us to definitively answer this question on some classes of SAT instances. However, local search algorithms also perform well on some classes of instances; or when searching for a solution that maximally satisfies the set of clauses (MaxSAT), even if the entire set of clauses cannot be satisfied [10].

Algorithm 1 Pseudo-code for local search on SAT

Precondition: $P$: A SAT formula

function LOCAL-SEARCH($P$)

solution $\leftarrow$ INITIALIZATION($P$)

if solution satisfies $P$ then

return solution

for $0 \rightarrow \text{maxIterations}$ do

$v_i \leftarrow \text{HEURISTIC}$

solution $\leftarrow$ solution$\{v_i = \overline{v_i}\}$

if solution satisfies $P$ then

return solution

return No-Solution

Local search is a (metaheuristic) technique that works by first generating a candidate solution, then iteratively aims to improve the solution by modifying a (small) part of it. In SAT, a candidate solution can be represented as array of boolean variables with each index in the array referring to a

1CNF is a conjunction of clauses; a clause is a disjunction of literals; a literal is a variable or its negation.
variable in the problem. In this context, the heuristic chooses an index, and then “flips” the variable value from False to True or vice-versa. Algorithm 1 shows the pseudo-code for this procedure.

Local search algorithms for SAT have gone through multiple improvements since the introduction of GSAT [16] a hill-climbing SAT heuristic. In particular, work such as that on WalkSAT [15], Novelty [13] and, more recently, ProbSAT [2] and configuration checking [5] have developed new heuristics, and greatly enhanced the performance of local-search based SAT solvers.

Separately, Fukunaga [8] observed that in the (then) better-performing local-search SAT heuristics, there existed several common metrics and programmatic structures used in many of their formulations. For example, GSAT and WalkSAT pick a variable from a broken clause according to their net gain and negative gain respectively. Fukunaga referred to these, and an additional positive gain, as the “gaintype”. These are defined as follows:

- **PosGain** The number of clauses that will become True if this variable is flipped
- **NegGain** The number of clauses that will become False if this variable is flipped
- **NetGain** The net change in the number clauses that will become True if this variable is flipped. Positive denotes it increases, negative denotes it decreases

From these, and other observations of similarity between heuristics, Fukunaga defined a common language that could express many of these heuristics through combinations of the functions and terminals. Program synthesis through tree-based GP was then performed within this language to synthesize new local-search SAT heuristics. The results showed that these heuristics were able to perform as well as those then existing in the literature.

Some subsequent research in using program synthesis techniques to create heuristics for solving combinatorial optimisation problems has recently been grouped under the broad label of generative hyper-heuristic [3]. This term includes the generation of bespoke heuristics for a specific problem domain; GP is one of the methods commonly used as a ‘generative hyper-heuristic’.

In previous work [4], we used a subset of Fukunaga’s language to systematically generate all heuristics that contained 15 or fewer symbols; that is, all heuristics up to depth 15. The language used can be seen in Tables I and II. This depth was chosen as several instances of the classic WalkSAT algorithm [15] can be found at depth 14, each with varying noise parameters. An example of WalkSAT encoded in the language is shown in Figure 1.

Using systematic generation produces around three million heuristics. We then took each of these heuristics and ran them against a set of 100 satisfiable SAT instances taken from the SATLIB\(^2\) library of SAT problems and scored them according to the following formula:

\[
\frac{1}{\text{# problems solved} + \text{#Sum of flips to solution}}
\]

We repeated this experiment 5 times and took the average to be that heuristic’s fitness. The original WalkSAT variants had a fitness of approximately 20 using this measure. It was found that around 1% of all the heuristics up to a depth of 15 had a score greater than 20, and the maximum score was of 45.0. This gave evidence that better heuristics are potentially available with program sizes that are within the reach of (partial) systematic enumeration. This suggests that search methods other than GP may also be effective, and also that there is the potential to perform extensive studies of the space of heuristics, rather than having to rely on a (sparse) sampling.

### III. Initial Landscape Studies

In Figure 2 we show the approximately two million heuristics that contain exactly 15 symbols and their associated fitness. The heuristics are presented in the order that they are systematically generated. The generation algorithm is simple; upon initialisation, a program tree with a single node is generated containing no symbol, but with an identifier representing what the type of the expression will be that is contained this node (in this case, of type Var) and put into the list L. The algorithm then continues to do the following iteratively until L is empty. It takes the first program tree p from L and performs an in-order traversal of p, finding the first occurrence of a node with a annotated with a “place-holder” type that needs to be fulfilled. Each symbol in the language that could satisfy this type are generated and inserted into this node. If any additional arguments are required, they are inserted as children to the inserted node as new place-holder nodes and the set of p’s with one additional argument is then inserted into L. If the size of p is too large, then no successors are generated and, if p has no place-holder nodes, then the program-tree is returned as a valid program.

In the graph in Figure 2, this means that the closer two heuristics are together on the x axis, the more likely they are to share a similar initial structure. Figure 2 can be expected to give some indication of the landscape structure.

In this form, we can see that there exist regions that have a greater density of better performing heuristics, and so there is some clustering, but also potentially a somewhat rugged landscape. However, with the data presented in this fashion, it does not accurately reflect the close relationship that two

---

2http://www.cs.ubc.ca/~hoos/SATLIB/benchm.html
heuristics may have when they are nearly identical, except that they initially used a different construct. In essence they could only differ by a single function or terminal, but be very far apart in the sequence (x-axis) in Figure 2.

Accordingly, to investigate the similarity between any two heuristics, we use the minimum tree-edit distance [14], a method that has been used previously to compare tree-like program structures in GP [14]. This is defined as the size of the minimum set of the following operations to get from one tree to another:

- **Relabel:** Change the label on a node in the tree to another label
- **Delete:** Remove a node \( n \) from the tree and, if \( n \) had children, make them the children of \( n \)'s parent node
- **Insert:** Insert a node as a child in a currently existing node

<table>
<thead>
<tr>
<th>Table 1: The Set of Functions in the Language</th>
</tr>
</thead>
<tbody>
<tr>
<td>Name</td>
</tr>
<tr>
<td>--------------------------------</td>
</tr>
<tr>
<td>VarRandom</td>
</tr>
<tr>
<td>IfRandLt</td>
</tr>
<tr>
<td>GetBestVar</td>
</tr>
<tr>
<td>GetSecondBestVar</td>
</tr>
<tr>
<td>GetOldestVar</td>
</tr>
<tr>
<td>IfTabu</td>
</tr>
<tr>
<td>IfVarCompare</td>
</tr>
<tr>
<td>IfVarCond</td>
</tr>
<tr>
<td>IfNotMinAge</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 2: The Set of Terminals in the Language</th>
</tr>
</thead>
<tbody>
<tr>
<td>Type</td>
</tr>
<tr>
<td>Probability</td>
</tr>
<tr>
<td>Integer</td>
</tr>
<tr>
<td>Comparator</td>
</tr>
<tr>
<td>Gaintype</td>
</tr>
<tr>
<td>VarSet</td>
</tr>
</tbody>
</table>

Fig. 2. All heuristics that contain exactly 15 symbols in the order they are generated (x-axis), plotted against their associated fitness (y-axis).
Using the tree-edit distance metric described above, we can now compare any two heuristics. Using this metric, we firstly looked at a random selection of good and bad performing heuristics, and computed the distance for all other heuristics from these. We then put these heuristics into sets ordered by their distance from the candidate, and gathered statistics on the fitness of the heuristics in each set.

As an example, we show three typical heuristic’s results in Figure 3. One clear observation we can make is that for these candidate heuristics, the number of heuristics within an edit distance of 3 is small compared to the whole search space. We can also see that, on the two examples of better performing heuristics, other better quality heuristics exist at small distances in comparison to the worse performing heuristic.

IV. LOCAL SEARCH FOR LOCAL OPTIMA

The results in the previous section suggest that some heuristic within a distance of 3 of a candidate heuristic may well have a better fitness; and also the number of heuristics within this neighbourhood would not be excessive. Hence, in this section, we describe experiments using direct simple hill-climbing, with restarts, on the space of heuristics; investigating the effectiveness of the search in terms of the fitness of the resulting local optima, and also doing an initial study of their distribution in the search space.

Our experiments are designed as follows; given a set of heuristics, we pick a random starting point and perform local search on it, with the neighbourhood of heuristics consisting of those heuristics within a minimum tree-edit distance of 1, 2 or 3 of the current candidate. From this set we either pick the heuristics randomly (terminating when we have evaluated all neighbours and no better successor has been found that improves on the current candidate) or we pick the best heuristic in the neighbourhood (terminating when a heuristic does not have a better neighbour). We consider three sets of heuristics, consisting of all heuristics up to the depths of 13, 14 and 15, respectively. We repeated these experiments multiple times: 1,000 times for depth 13; 500 times for depth 14; and 100 times for depth 15. It is worth noting that during these experiments we used the pre-computed fitness so that computation time was greatly reduced, enabling a much better exploration of different local search options.

The results of these experiments are given in Figures 4, 5, 6 and 7; and show the fitnesses of the final solutions arrived at by the local searches. Note that different runs of the local search can finish at the same local optima, and so give duplicate heuristics. Accordingly, in the results we have also provided graphs of the results with the duplicate heuristics removed. We
have only included the results from the best heuristic method of local search for heuristics at depth 13, as the results at the other depths are very similar to the results for the random-first method. (Due to the nature of the fitness evaluation as a floating point number arising from detailed tests on multiple instances, then there is a very little chance that two different heuristics will have the same fitness value. So there are no plateaux or neutral directions in the landscape, and these need not be accounted for in this work; in particular, duplicates in the fitness function do correspond to duplicates in the heuristics discovered.)

We can see that, with duplicates removed, the number of actual heuristics that these searches arrive at is reduced significantly. In Figure 4(right) there are only 80 unique heuristics from the total 1,000 runs performed. At higher heuristic depth this effect is lessened. This suggests that there are many local-optima among solutions, and this method of local-search allows this to be illustrated.

Furthermore, unsurprisingly, we can see that the fitness of the final solutions is generally better when the minimum tree-edit distance is larger. Also of interest are the areas on these graphs where it appears that there is a clustering of heuristics around a certain fitness - for example at distance 2 on Figure 6(left), with a fitness level of approximately 25. Of these runs, we found that on average the changes made to the current best heuristic for the random method was between 5 and 20. The average number of heuristics considered as candidates at distance 1 was between 30 and 50. For distance 2, between 250 and 400 and for distance 3 between 1800 and 2300.

Finally, we remark that 80 - 90 % of runs generate a heuristic that is of comparable or better fitness than the original WalkSAT achieved on our fitness function.

A. Analysis of the good optimal solutions

In the previous experiments, we noted that in comparison to the number of runs, very few unique heuristics were generated. This can be seen in Figure 4(right). Using the minimum tree-edit distance, we computed the distance matrix between the 80 unique heuristics found for the random-first sampling method, with a tree-edit distance of 3, on the set of heuristics up to depth 13. From these, taking the 20 heuristics with the best fitness, we show the partial distance matrix in Table III. Note that the smallest distance allowed in the matrix is 4, because if the distance were 3 or less then one of the heuristics would be better and so not a local optimum. When considering the whole matrix of the 80 unique heuristics, the largest distance was 15. We can see that in the partial distance matrix between the top 20, the largest distance is just 12 and even that is fairly rare. For the sub-matrix between the top 9 heuristic, the largest distance drops to be only 9. We believe this gives initial indications of a general structure to the space of heuristics – maybe even a broad big-valley structure.

Figure 8 gives the plot of fitnesses of the 80 local optima as a distance from the best heuristic of that set. It gives some evidence of a fitness-distance correlation; as we move further away from the best heuristic then the fitness tends to drop.

V. Conclusions and Future Work

In this paper, we considered the search for heuristics to be used within local search to solve SAT. We consider heuristics in the same style as variations of the WalkSAT algorithm, and gave the language/grammar for such variations. We were then able to systematically generate all heuristics to a given depth (number of terminals in the heuristic), and furthermore were able to evaluate a measure of the fitness of each of these heuristics be (exhaustively) running them on a standard suite of SAT instances. With a choice of depth 15 as the largest size (maximum number of terminals) this resulted in generating a dataset of just over three million heuristics together with their fitness values. This dataset contained heuristics that were at least as good as the original WalkSAT; one of surprises to us was that ‘only’ three million were needed. Note that such numbers of heuristics are in the realm of ‘big data’ and so the data set is a strong candidate for analysis using big data techniques. The relatively manageable size of the useful space of heuristics is in strong contrast to the underlying combinatorial problems where the size of the search space is invariably far too large for enumeration.

The explicit complete enumeration of the heuristics, then gave a novel opportunity to be able to study the nature of the associated landscape; and for the notion of distance we used the ‘tree-edit distance’. Initial studies based on sampling within the set of heuristics gave evidence of a clustering; better heuristics tend to be more likely to be close to other good heuristics. In fact it seems that within a distance of just 3 there were often better heuristics, and this suggested studying local search on the space. The dataset allowed to do this conveniently and relatively quickly by using it as a cache of the fitness value. Simple hill-climbing tended to reach a local optimum within typically 5-20 moves, and depending upon the distance used, between 50 and 2300 candidate heuristics considered. Running the hill-climbing many times with random initial starting positions then allowed us to collect sets of local optima. With neighbourhoods of distance 3, around 80 - 90 % of hill-climbing runs generated a heuristic that had a better fitness than the original WalkSAT (though not as good as more recent advances in local search SAT heuristics), demonstrating the potential power of such a simple method. We performed an initial analysis of the resulting set of local optima; finding that they were quite widely distributed in the search space, but did show signs of some clustering. Other evidence for the clustering, or exploitable structure, was that many runs of the hill-climbing, from random initial heuristics, ended up at the same final heuristic. To the best of our knowledge, these results provide the first large-scale study of the landscape of the space of (SAT) heuristics represented as tree-based programs. (Though note a landscape study of heuristics, represented as matrices rather than trees, was given in [11].) Hopefully, this study will provide a potential basis for insights into genetic programming and other related methods, such as hyper-heuristics, or heuristics in general.

3Which we intend to make openly available in due course.
Fig. 4. Graph of the final heuristics returned after 1000 runs of random-greedy local search on all heuristics at depth 13 or below, terminated when no neighbours that are within tree-edit distance of 1, 2 or 3 of the candidate solution. Left: all results, Right: duplicates removed.

Fig. 5. Graph of the final heuristics returned after 1000 runs of best-greedy local search on all heuristics at depth 13 or below, terminated when no neighbours that are within tree-edit distance of 1, 2 or 3 of the candidate solution. Left: all results, Right: duplicates removed.

<table>
<thead>
<tr>
<th></th>
<th>0</th>
<th>6</th>
<th>6</th>
<th>5</th>
<th>0</th>
<th>6</th>
<th>8</th>
<th>7</th>
<th>0</th>
</tr>
</thead>
<tbody>
<tr>
<td>6</td>
<td>6</td>
<td>0</td>
<td>5</td>
<td>0</td>
<td>6</td>
<td>8</td>
<td>4</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>6</td>
<td>4</td>
<td>5</td>
<td>6</td>
<td>0</td>
<td>6</td>
<td>6</td>
<td>5</td>
<td>4</td>
</tr>
<tr>
<td>6</td>
<td>6</td>
<td>8</td>
<td>8</td>
<td>6</td>
<td>9</td>
<td>0</td>
<td>6</td>
<td>5</td>
<td>6</td>
</tr>
<tr>
<td>6</td>
<td>5</td>
<td>6</td>
<td>6</td>
<td>5</td>
<td>8</td>
<td>4</td>
<td>0</td>
<td>6</td>
<td>10</td>
</tr>
<tr>
<td>6</td>
<td>10</td>
<td>8</td>
<td>6</td>
<td>9</td>
<td>9</td>
<td>8</td>
<td>10</td>
<td>9</td>
<td>8</td>
</tr>
<tr>
<td>7</td>
<td>7</td>
<td>8</td>
<td>5</td>
<td>7</td>
<td>6</td>
<td>4</td>
<td>10</td>
<td>8</td>
<td>8</td>
</tr>
<tr>
<td>7</td>
<td>4</td>
<td>7</td>
<td>7</td>
<td>7</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>4</td>
<td>8</td>
</tr>
<tr>
<td>7</td>
<td>8</td>
<td>10</td>
<td>10</td>
<td>7</td>
<td>10</td>
<td>10</td>
<td>8</td>
<td>9</td>
<td>11</td>
</tr>
<tr>
<td>7</td>
<td>8</td>
<td>10</td>
<td>9</td>
<td>6</td>
<td>8</td>
<td>10</td>
<td>5</td>
<td>7</td>
<td>12</td>
</tr>
<tr>
<td>9</td>
<td>8</td>
<td>10</td>
<td>9</td>
<td>6</td>
<td>8</td>
<td>10</td>
<td>5</td>
<td>7</td>
<td>12</td>
</tr>
<tr>
<td>10</td>
<td>9</td>
<td>8</td>
<td>9</td>
<td>7</td>
<td>9</td>
<td>7</td>
<td>12</td>
<td>11</td>
<td>9</td>
</tr>
<tr>
<td>10</td>
<td>9</td>
<td>8</td>
<td>9</td>
<td>7</td>
<td>9</td>
<td>7</td>
<td>12</td>
<td>11</td>
<td>9</td>
</tr>
<tr>
<td>7</td>
<td>7</td>
<td>6</td>
<td>9</td>
<td>10</td>
<td>8</td>
<td>10</td>
<td>9</td>
<td>6</td>
<td>4</td>
</tr>
<tr>
<td>8</td>
<td>10</td>
<td>11</td>
<td>7</td>
<td>6</td>
<td>9</td>
<td>9</td>
<td>10</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>8</td>
<td>9</td>
<td>8</td>
<td>9</td>
<td>8</td>
<td>9</td>
<td>10</td>
<td>10</td>
<td>12</td>
<td>9</td>
</tr>
</tbody>
</table>

**TABLE III**

Example of a distance matrix. Using the top 20 locally-optimal heuristics obtained at level 13, with random hill-climbing, and neighbourhood size 3. The best heuristic is at the top, so the quality drops as going down the rows. (Only the lower left is shown as the matrix is symmetric.)
Fig. 6. Graph of the final heuristics returned after 500 runs of random-greedy local search on all heuristics at depth 14 or below, terminated when no neighbours that are within tree-edit distance of 1, 2 or 3 of the candidate solution. Left: all results, Right: duplicates removed

Fig. 7. Graph of the final heuristics returned after 100 runs of random-greedy local search on all heuristics at depth 15 or below, terminated when no neighbours that are within tree-edit distance of 1, 2 or 3 of the candidate solution. Left: all results, Right: duplicates removed

Fig. 8. Distance against fitness for the 80 unique heuristics from 1,000 runs of random-greedy local search with distance ≤ 3. The fitness distance correlation [11] - that is, the relationship between the fitness and the distance is -0.645876264 suggesting some correlation between fitness and distance

A. Future Work

Naturally, future work could be aimed at a deeper understanding of the landscape. Potentially, using a study of the space of local optima, e.g. by extending the methods discussed in [6], [17] (and references therein). It is worth noting that that such previous work was directly on the solution space; and so impractical for full-sized instances. However, this work concerns the landscape of the search space of heuristics. A ‘solution’ is then a heuristic and so is no longer directly tied to be the size of the underlying problem instance; the SAT heuristics are much smaller than the SAT problems that they are working on. This gives a direct relevance of the landscape properties of the heuristic search space, to realistic sizes of problems instances. The landscape analysis should be further extended with studies of different distance functions. Potentially, the analysis could result in generating a better distance function that gives neighbourhoods resulting in a more effective (cheaper) hill-climbing.

We also intend to apply a variety of machine learning or statistical analysis techniques to the data-set in order to ‘data-mine’ for properties of heuristics that are correlating with good (or bad) performance. The intent would be to generate insight and understanding of the space of heuristics, and use such knowledge to guide the search for better heuristics, and also
the workings of evolutionary algorithms (such as GP) on the space of heuristics.

Note that emulating the local search via caching the fitnesses allowed much faster study of the comparative value of different local search methods. Of course, in practice the local search would need to evaluate the fitness on demand, and then cache the values; however these results do still suggest that such methods could well be practical. The design of search algorithms working on the space of heuristics could take many standard ideas from metaheuristics and mix these together with a "GP" style. That is, extend crossover and mutation with neighbourhood search. Combining such local search with GP could give what one might call "Memetic Programming" (MP); where local search is added to GP. Previous work in this area of memetic genetic programming [7] has been proposed, where sub-trees of a candidate program are refined by local search through the use of fitness cases - pairs of input and desired output. In our domain, this is not applicable due to the nature of heuristics typically not having obvious examples of fitness cases. Our method does not use domain knowledge and instead works solely on the semantics of the language used. However, the success of memetic algorithms in general, and from the results from [7], suggest there is a potential role for such "memetic programming on the space of heuristics".
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