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I. INTRODUCTION

There has been considerable recent interest in agent-based systems, systems based on autonomous software and/or hardware components (agents) which cooperate within an environment to perform some task. An agent can be viewed as a self-contained, concurrently executing thread of control that encapsulates some state and communicates with its environment and possibly other agents via some sort of message passing [1]. The environment of an agent is that part of the world or computational system ‘inhabited’ by the agent. The environment may contain other agents whose environments are disjoint with or only partially overlap with the environment of a given agent. For any given agent, the other agents will themselves form part of the environment of the agent. Agent-based systems offer advantages when independently developed components must inter-operate in a heterogeneous environment, e.g., the Internet, and agent-based systems are increasingly being applied in a wide range of areas including telecommunications, business process modelling, computer games, control of mobile robots and military simulations [2], [3].

While agents offer great promise, adoption of this new technology has been hampered by the limitations of current development tools and methodologies. Multi-agent systems are often extremely complex and it can be difficult to formally verify their properties [3]. As a result, design and implementation remains largely experimental, and experimental approaches are likely to remain important for the foreseeable future. In this context, simulation has a key role to play in the development of agent-based systems, allowing the agent designer to learn more about the behaviour of a system or to investigate the implications of alternative architectures, and the agent researcher to probe the relationship between agent architectures, environments and behaviour. The use of simulation allows a degree of control over experimental conditions and facilitates the replication of results in a way that is difficult or impossible with a prototype or fielded system, and it allows the agent designer or researcher to focus on a particular aspect of the system, deferring problems which are not central to the research or which are beyond the capabilities of current AI technology [4], [5].

Simulation has traditionally played an important role in agent research and a wide range of testbeds have been developed to support the design and analysis of agent architectures and systems, e.g., [6], [4], [7], [8]. However this work suffers from two main problems. The first problem is one of generality: no one testbed is, or can be, appropriate to all agents and environments [9]. More importantly, even if a suitable testbed can be found for a given problem, the assumptions made by the testbed can make it difficult to generalise the results obtained. Such generalisations are an essential step in establishing functional relationships between the designs of agents, their behaviour and the environment in which they are embedded. However, demonstrating that a particular result holds across a range of agent architectures and environments often requires using a number of different testbeds, with the consequent difficulties of ensuring consistency in the experimental conditions. The second problem is one of computational resources. The computational requirements of simulations of many multi-agent systems far exceed the capabilities of conventional sequential von Neumann computer systems. Each agent is typically a complex system in its own right (e.g., with sensing, planning, inference etc. capabilities), requiring considerable computational resources, and many agents may be required to investigate the behaviour of the system as a whole or even the behaviour of a single agent [10]. One solution to this problem is to attempt to exploit the high degree of parallelism inherent in agent-based systems. However work to date has tended to employ various ad-hoc approaches to parallel simulation, e.g., distributing the agents over a network of processors interacting via some communication protocol, and has often yielded relatively poor performance [11], [12]. These limitations have led researchers to explore the application of distributed simulation techniques to agent-based systems. For example, the JAMES system uses the parallel DEVS framework to model mobile, deliberative agents [13], [14].

What is required is a general, distributed simulation framework for multi-agent systems. Such a framework, capable of supporting a wide variety of agents and environments, would facilitate generalisation by ensuring that different implementations are subject to identical assumptions. In addition, the use of distributed simulation techniques would allow us to exploit the processing power of many machines to study larger and more complex multi-agent systems [5].

This paper discusses the application of distributed discrete-event simulation techniques to the simulation of multi-agent systems. We identify the efficient distribution of the agents’ en-

1 Anderson [5] argues that the use of distributed simulation has important benefits other than that of increased computational power, including simpler and more accurate timing models and more natural implementations of perception, resulting in improved simulations.
environment as a key problem in the simulation of agent-based systems and present an approach to the decomposition of the environment which facilitates load balancing. In the next section, we consider the problem of modelling agents and their environment and briefly describe the logical process paradigm which forms the starting point for our work. In section 3 we outline the problem of all-to-all communication of the shared state variables characteristic of multi-agent systems and in section 4 we briefly summarise existing approaches to minimising broadcast communication developed in the context of large scale, real time simulations. In section 5 we describe a new approach to partitioning the shared state based on the notion of ‘spheres of influence’ and in section 6 we briefly report the results of experiments attempting to characterise the spheres of influence in a simple predator and prey simulation. In sections 7, 8 & 9 we sketch load balancing algorithms, an approach to synchronisation and a simulation architecture based on these ideas. We conclude with a list of open problems and our plans for future work.

II. MODELLING MULTI-AGENT SYSTEMS

Our aim is to simulate a wide range of agent-based systems, from a single agent in a complex environment, e.g., an agent controlling a chemical process plant or a simulated pilot agent in a military simulation, to many agents in a simple environment, e.g., an environment consisting almost entirely of other agents such as user agents, broker agents and resource agents in an internet environment.

The first problem is how to model the agents and their environment. Various approaches for exploiting parallelism at different levels in simulation problems have been developed [15], [16]. Decentralised, event-driven distributed simulation is particularly suitable for modelling systems with inherent asynchronous parallelism, such as agent-based systems. This approach seeks to divide the simulation model into a network of concurrent Logical Processes (LPs), each maintaining and processing a disjoint portion of the state space of the system. State changes are modelled as timestamped events in the simulation. From an LP’s point of view, two types of events are distinguished; namely internal events which have a causal impact only to the state variables of the LP, and external events which may also have an impact on the states of other LPs. External events are typically modelled as timestamped messages exchanged between the LPs involved.

We model agents and their environment as one or more Logical Processes. There are many approaches to constructing agent-based systems, and many different agent architectures have been proposed. In many cases, these architectures offer considerable opportunities for parallel simulation in their own right. However, for ease of exposition and to facilitate the reuse of existing code and libraries for the development of agent-based systems, in this paper we shall model each agent as a single Agent Logical Process (ALP), and will not consider simulation of the agent’s internal operation further.

Similarly, we assume that objects and processes within the agents’ environment are modelled as one or more Environment Logical Processes (ELP). There are many ways in which the agents’ environment can be decomposed into ELPs. For example, the blocks in a simple ‘blocks world’ environment could each be modelled as a separate ELP, as could the physics of stacking blocks etc. Alternatively, all the blocks could form part of a single ‘blocks system’ ELP. The appropriate ‘grain size’ of the simulation will depend both on the application and on practical considerations, such as the availability of existing simulation code. While there are obvious advantages in reusing part or all of an existing simulation, this can result in an inappropriate grain size which makes it difficult to parallelise the model. For example, modelling the environment as a single logical process can create a bottleneck in the simulation which degrades its performance, since all agents must react to and act within the environment.\(^2\)

III. THE PROBLEM OF SHARED STATE

At any point the state of the simulation is defined by the values of the state variables maintained by the ALPs and ELPs. ALPs and ELPs interact via events, modelled as timestamped messages. The purpose of this interaction is to exchange information regarding the values of those shared state variables which define the agent’s manifest environment and the interfaces between the ELPs. We say a state variable is shared if it is read or updated by external events generated by more than one logical process.

In a conventional decentralised event-driven distributed simulation LPs interact with each other in a small number of well defined ways. Even if the interactions are stochastic, the type of interaction and its possible outcomes are known in advance. The topology of the simulation is determined by the topology of the simulated system and its decomposition into LPs, and is largely static.

In contrast, agents are autonomous. The ability to generate its own goals is often taken to be a defining characteristic of an ‘autonomous agent’. The autonomous generation of goals implies that the agent has inbuilt desires or preferences determined by the developer of the agent system. Typically, such desires are sensitive to the current state of both the environment and the agent; situations which give rise to a new goal when the agent is in one state may not give rise to goals when the agent is in another state, e.g., when it is attending to a higher priority goal. The actions performed by an agent are therefore not simply a function of events in its environment: in the absence of input events, an agent can still produce output events in response to autonomous processes within the agent. For example, a WWW agent which normally checks a news service every half hour may decide to check the service less often if nothing ‘interesting’ is happening, or a delivery robot may decide to modify its planned route to include a recharging station in order to top up its batteries.

Different kinds of agent have differing degrees of access to different parts of the environment. For example, a WWW agent has in principle complete access to any site on the internet. Conversely, a synthetic pilot agent in a military training simulation typically only has access to a small part of its environment. The degree of access is dependent on the range of

\(^2\)Existing attempts to build distributed simulations of agent based systems have often adopted such a centralised approach in which the agents’ environment forms part of a central time-driven simulation engine [11], [12], [5].
the agent’s sensors (read access) and the actions it can perform (write access). However, in many cases, an agent can effectively change the topology of the environment, either by changing (autonomously) the type or frequency of the events it generates, by changing its own state (autonomously), for example, by moving from one part of the environment to another, or by changing the topology of the rest of the environment, for example, if the agent moves a bomb from one part of the environment to another.

It is therefore difficult to determine an appropriate simulation topology a priori. As a result, a simulation of a multi-agent system typically requires a (very) large set of shared variables which could, in principle, be accessed or updated by the agents (if they were in the right position at the right time etc.). Which variables the agents can in fact access/update depends both on the state of the agents (e.g., their position) and the state of the rest of the environment. However, the information required to determine this access set is itself distributed. The resulting all-to-all communication of the shared state variables is extremely costly and results in the loss of many of the advantages of distributed simulation.

IV. INTEREST MANAGEMENT

The problem of avoiding broadcast communication has been addressed mainly in the context of real-time large scale simulations where it is termed Interest Management [17]. Interest Management techniques utilise filtering mechanisms based on interest expressions (IEs) to provide the processes in the simulation with only that subset of information which is relevant to them (e.g., based on their location or other application-specific attributes). The data of interest to a process is referred to as its Domain of Interest (DOI). Special entities in the simulation, referred to as Interest Managers, are responsible for filtering generated data and forwarding it to the interested processes based on their IEs [17]. The region of the multi-dimensional parameter space in which an Interest Manager is responsible for managing data transmission is referred to as its Domain of Responsibility (DOR).

Various Interest Management schemes have been devised, utilising different communication models and filtering schemes [17]. In most existing systems, Interest Management is realised via the use of IP multicast addressing, whereby data is sent to a selected subnet of all potential receivers. A multicast group is defined for each message type, grid cell (spatial location) or region in a multidimensional parameter space in the simulation. Typically, the definition of the multicast groups of receivers is static, based on a priori knowledge of communication patterns between the processes in the simulation [18], [19], [20], [21], [22]. For example, The High Level Architecture (HLA) utilises the routing space construct, a multi-dimensional coordinate system whereby simulation federates express their interest in receiving data (subscription regions) or declare their responsibility for publishing data (update regions) [23]. In existing HLA implementations, the routing space is subdivided into a predefined array of fixed size cells and each grid cell is assigned a multicast group which remains fixed throughout the simulation; a process joins those multicast groups whose associated grid cells overlap the process subscription region.

Static, grid-based Interest Management schemes have the disadvantage that they do not adapt to the dynamic changes in the communication patterns between the processes during the simulation and are therefore incapable of balancing the communication and computational load, with the result that performance is often poor. Furthermore, in order to filter out all irrelevant data, grid-based filtering requires a reduced cell size, which in turn implies an increase in the number of multicast groups, a limited resource with high management overhead. Some early systems, such as JPSD [20] and STOW-E [24] did exhibit some degree of dynamism in their filtering schemes. More recently, there have been a few attempts to define alternative dynamic schemes for Interest Management concentrating mainly on the dynamic configuration of multicast groups within the context of HLA. For example, Berrached et al. [25] examine hierarchical grid implementations and a hybrid grid/clustering scheme of update regions to dynamically reconfigure multicast groups while Morse et al. [26] report on preliminary investigations on a dynamic algorithm for dynamic multicast grouping for HLA. Saville et al. [27] describe GRIDS, a generic runtime infrastructure which utilises dynamic instantiation of Java classes in order to achieve Interest Management. The Joint MEASURE system [28], [29], [30] is implemented on top of HLA and utilises event distribution and predictive encounter controllers to efficiently manage interactions among entities. However, despite these efforts, the problem of dynamic interest management remains largely unsolved.

In the remainder of this paper we present a new approach to dynamic Interest Management, which targets the simulation of agent-based systems. Our approach is not confined to grids and rectangular regions of multidimensional parameter space and does not rely on the support provided by the TCP/IP protocols. Rather, it is based on the notion of spheres of influence [31], which are used to dynamically decompose and distribute the shared state so that bottlenecks and broadcast communication are minimised. In addition, our approach aims to exploit this decomposition in order to perform load balancing. Although load balancing has been studied extensively in the context of conventional distributed simulations [32], [33], [34], [35], [36], [37], it has received very little attention in relation to Interest Management, and work in this area to date is only preliminary [17], [38], [39], [40].

V. SPHERES OF INFLUENCE

We assume that each ALP/ELP is capable of generating and responding to a finite number of event types, and a specification of the possible input and output event types forms the interface between the ALPs and ELPs. Different types of events will typically have different effects on the shared state, and, in general, events of a given type will affect only certain types of state variables (all other things being equal). For example, a ‘move event’ generated when a robot moves forward by 1 metre will only affect the current position of the robot.

Another way of expressing this is to say that different types of event have different spheres of influence within the shared state. ‘Sphere’ is used here metaphorically, to indicate those parts of the shared state immediately affected by an instance of an event of a particular type with a given timestamp. More precisely, we define the ‘sphere of influence’ of an event as the set of state
variables read or updated as a consequence of the event. The sphere of influence depends on the type of event (e.g., sensor events or motion events), the state of the agent or environment logical process which generated the event (e.g., its position in space in the case of a robot, or the machines to which it currently has a network connection in the case of a www agent) and the state of the environment. The sphere of influence of an event is limited to the *immediate* consequences of the event rather than its ultimate effects, which depend both on the current configuration of the environment and the (autonomous) actions of other agents in response to the event.\(^3\) For example, a ‘move event’ has the immediate effect of changing the position of the agent which generated the event. It may also have the further effect of rendering the agent visible to other agents, e.g., if the move event brings the agent within the visual range of another agent, or moves it out from behind an obstruction.\(^4\)

We can use the spheres of influence of the events generated by each ALP and ELP to derive an idealised decomposition of the shared state into logical processes. We define the sphere of influence of an agent or environmental logical process \(p_i\) over the time interval \([t_1, t_2]\), \(s(p_i)\), as the union of the spheres of influence of the events generated by the ALP/ELP over the interval. Intersecting the spheres of influence for each event generated by the LP gives a partial order over sets of state variables for the LP over the interval \([t_1, t_2]\), in which those sets of variables which have been accessed by the largest number of events come first, followed by those less frequently accessed, and so on. The rank of a variable \(v_j\) for LP \(p_k\) over the interval \([t_1, t_2]\), \(r(v_j, p_k)\) is the number of events in whose sphere of influence \(v_j\) lies.

Intersecting the spheres of influence for each LP gives a partial order over sets of state variables, the least elements of which are those sets of state variables which have been accessed by the largest groups of LPs over the interval \([t_1, t_2]\). This partial order can be seen as a measure of the difficulty of associating variables with a particular ALP or ELP: the state variables which are members of the sets which are first in the order are required by the largest number of ALPs and/or ELPs, whereas those sets of state variables which come last are required by only a single LP.

Any approach to the decomposition of the shared state into logical processes should, insofar as is possible, reflect this ordering. However, any implementation can only approximate this idealised decomposition, since calculating it requires information about the global environment, and obtaining this information would not be efficient in a distributed environment. Moreover, this ordering will change with time, as the state of the environment and the relative number of events of each type produced by the LPs changes, and any implementation will have to trade off the cost of reorganising the tree to reflect the ideal decomposition against the increase in communication costs due to increased broadcast communication.

\(^3\)This should not be surprising: the computation of such ultimate effects is, after all, the purpose of the simulation.

\(^4\)This is sometimes called the ‘ramification problem’ and is a special case of the frame problem which has been extensively studied in AI. We are not attempting to solve it.

VI. CHARACTERISING SPHERES OF INFLUENCE

We are currently conducting experiments to characterise the spheres of influence in a number of agent-based simulations. In this section, we report the preliminary results of one of these experiments from a simple predator and prey simulation.\(^5\)

The simulation was originally developed to study the effect of different herding or flocking behaviours on predation rates in a population of simulated predators and prey. The simulation consists of a number of predator and prey agents and a toroidal environment containing variable numbers of randomly distributed obstacles and food items. Each agent has a number of sensors with differing ranges, which allow the agent to sense objects and other agents within a circular region centred at its current position. For example, predators sense the position of prey and prey sense the location of predators, food and other prey. Each agent also has a collection of basic behaviours. In the case of predators, these include wandering (random motion in the environment), resting and attacking prey.\(^6\) The behaviours of prey agents include wandering, eating food, escaping from predators, and flocking, which causes the prey agents to form groups. Figure 1 shows a snapshot of the simulation: the predator is indicated by a diamond, the prey by circles and obstacles and food by differently coloured squares. The letters inside the predator and prey indicate the agent’s current behaviour, e.g., ‘A’ indicates attacking, ‘E’ escaping, ‘F’ flocking, ‘G’ grazing and so on. The simulation was developed using the SIMAGENT toolkit [41], a sequential, centralised, time-driven simulator for multi-agent systems.

The predator and prey simulation is typical of many simulations in the multi-agent systems literature and is a useful test case for our approach. The simulation has a large shared state (representing the environment of the agents), and at any given time, each agent accesses only a subset of the state. This subset changes over time, as the agents move to escape predators or to find food. The agent’s actions change the environment and

\(^5\)We are grateful to Nick Hawes for providing the code for the simulation.

\(^6\)If a predator ‘catches’ a prey agent, the prey agent is removed from the simulation and the predator gets a food reward.
hence the behaviour of other agents: when a prey agent eats some food, the food becomes unavailable to other prey agents which may ‘starve’ as a consequence. In addition, there is a reasonable probability that at least some of the state variables accessed by one agent will also be accessed by other agents, both because predators tend to follow prey, and because of the flocking of prey.

In the results presented below, we have made a number of simplifying assumptions. The environment is limited to grid 400 units by 400 units in size, and we assume that the state contains only location information, giving a shared state of 160,000 variables. In addition, we consider only the largest sphere of influence for each agent: the state variables representing a circular region of the environment of radius 100 units in the case of a predator, and a smaller region of radius 50 units in the case of the prey. These sets of state variables correspond to the spheres of influence of the predator’s and prey’s vision events respectively, which return the location and motion of all agents within the agent’s respective sensor ranges. A predator agent accesses approximately 19.6% of the state variables at each timestep (31,417 variables). Of these, between 96.8% and 100% will be accessed by the predator at the next timestep, due to limitations on the speed of the predator. In contrast, a prey agent accesses only 4.9% of the state variables at any timestep, of which between 94.9% and 100% will be accessed at the next timestep.

Table I shows the probability that a randomly selected state variable will be accessed by exactly 0, 1, 2 etc. agents at any given timestep for two populations: 1 predator and 5 prey, and 1 predator and 10 prey. Initial placement of the agents, food and obstacles was random, each simulation was run for 100 timesteps and the results have been averaged over 50 runs. As expected, the increased number of agents results in an increase in the probability that any given state variable will be accessed by more than one agent from 0.325 to 0.433. However, the probability of a randomly selected variable being accessed by three or more agents is still relatively small at less than 4%.

From the data in Table I, it is apparent that the conditional probability of a state variable being accessed by at least two agents given that it is accessed by at least one is 0.206 in the case of 5 prey and 0.346 in the case of 10 prey.

Further analysis of the pattern of state accesses by prey agents is reported in Table II, which gives the probability that a randomly selected member of the set of state variables accessed by one agent is also accessed by exactly 1, 2, 3 etc. other prey agents. As can be seen, even in the case of 10 prey, the probability of a state variable being shared by three or more agents is still quite small, at less than 15%.

These data suggest that, while significant numbers of variables are shared between agents, relatively few variables are shared by more than three agents. Moreover, each agent accesses a relatively small proportion of the total state at any given time.

VII. DISTRIBUTING THE STATE

The decomposition of the state is achieved by means of an additional set of Logical Processes, namely Communication Logical Processes (CLPs). The CLPs act as Interest Managers. Each CLP maintains a subset of the state variables and the interaction of ALPs and ELPs is via the variables maintained by the CLPs. CLPs enable the clustering of ALPs and ELPs with overlapping spheres of influence and facilitate load balancing. The partitioning of the shared state is performed dynamically, in response to the events generated by the ALPs and ELPs in the simulation. Thus, the number and distribution of CLPs is not fixed, but varies during the simulation.

We now sketch an algorithm for the decomposition of the shared state into CLPs. Initially, the whole of the shared state is handled by a single CLP, as depicted in Figure 2(a). All read and update events from all ALPs and ELPs are all directed to this single CLP, as is all inter-agent communication.

As simulation progresses, the CLP performs a dynamic analysis of the pattern and frequency of state accesses and computes an approximation of the agents’ spheres of influence. If the load increases to the point that the CLP becomes a bottleneck (e.g., when message traffic exceeds a predefined threshold), the CLP creates one or more new CLPs, to which it assigns those disjoint subsets of the state variables that form the least elements in its approximation of the partial order over the spheres of influence. Those groups of ALPs and ELPs whose events and actions have formulated the new CLP(s) communicate directly with the corresponding new CLP. The process then repeats with the newly created CLP(s) monitoring the load and generating additional CLPS as required to keep the overall simulation load on the CLPs within bounds (Figure 2(b)).

This behaviour naturally leads to a tree structure, where the ALPs/ELPs are the leaves and the CLPs the intermediate nodes of the tree. Events by the ALPs/ELPs which refer to state variables not maintained by their parent CLP will be routed through the tree to the appropriate CLP node. This can be accomplished by recording in each CLP routing information specifying which
event types are relevant to its child ELPs, ALPs and CLPs and to its parent CLP.

We define the cost of accessing a variable \( v_j \) for an agent or environment logical process \( p_i \) as the rank of \( v_j \) for \( p_i \), \( r(v_j, p_i) \), times the number of CLPs which must be traversed to reach \( v_j \) during the interval \([t_1, t_2]\), \( l(v_j, p_i) \), i.e., the cost of accessing variables in the local CLP is 0. Then the cost to an ALP/ELP \( p_i \) of accessing all the variables in its sphere of influence is:

\[
\sum_{v_j \in s(p_i)} l(v_j, p_i) \times r(v_j, p_i)
\]

and the total access cost for all LPs \( p_1, \ldots, p_n \) of a particular decomposition over the interval \([t_1, t_2]\) is:

\[
\sum_{i=1}^{n} \sum_{v_j \in s(p_i)} l(v_j, p_i) \times r(v_j, p_i)
\]

The optimal decomposition over the interval \([t_1, t_2]\) is one which minimises the total access cost.

As the total number and distribution of instances of each event type generated by an ALP/ELP varies, so the partial order over the spheres of influence changes, and the structure of the tree must change accordingly to reflect the ALPs/ELPs’ current behaviour and keep the communication and computational load balanced. This may be achieved in two ways, namely by changing the position of the ALP/ELP in the tree, and by relocating state in the tree. State may be relocated either by moving subsets of the state variables from one CLP to another, or by merging CLPs upwards and then (possibly) splitting them again in a different way.

**Fig. 2. Generating the tree of CLPs.**

For example, Figures 3(a) and 3(b) illustrate the migration of an ALP/ELP (LP1) in the tree, to bring it closer to the part of the state it most frequently accesses (denoted by the shaded area in CLP2). If this reduces the load handled by CLP1 sufficiently, it can be merged with CLP0, as depicted in Figure 3(c). Alternatively, the subset of state variables accessed by LP1 in CLP2 could have been moved to CLP1.

**Fig. 3.** ALP/ELP migration and merging of CLPs.

In decentralized, event-driven distributed simulation, each LP maintains a local clock with the current value of the simulated time, Local Virtual Time (LVT). This value represents the process’s local view of the global simulated time and denotes how far in simulated time the corresponding process has progressed.

**VIII. SYNCHRONISATION**

In decentralised, event-driven distributed simulation, each LP maintains a local clock with the current value of the simulated time, Local Virtual Time (LVT). This value represents the process’s local view of the global simulated time and denotes how far in simulated time the corresponding process has progressed.
An LP will repeatedly accept and process messages arriving on its input links, advancing its LVT and possibly generating, as a result, a number of messages on its output links. The timestamp of an output message is the LVT of the LP when the message was sent.

A fundamental problem in event-driven distributed simulation is to ensure that the LPs always process messages in increasing timestamp order, and hence faithfully and accurately implement the causal dependencies and partial ordering of events dictated by the causality principle in the modelled system. Synchronous approaches utilise global synchronisation schemes (implemented in a centralised or decentralised fashion) to force the LPs to advance together in lock step. This guarantees that the causality principle is not violated but the potential for speedup is limited. In contrast, in asynchronous simulation, LPs operate asynchronously, advancing at completely different rates, simultaneously processing events which occur at completely different simulated times. This approach has greater potential for speedup, but additional synchronisation mechanisms are required to ensure that the LPs adhere to the local causality constraint and process messages in increasing timestamp order [43], [44].

Two main approaches have been developed to ensure that the local causality constraint is not violated is asynchronous simulation, namely conservative [45] and optimistic [46]. Conservative approaches strictly avoid causality errors but can introduce deadlock problems. In addition, conservative techniques rely heavily on the concept of lookahead, and are thus typically suitable only for applications with good lookahead properties. However the autonomous, pro-active behaviour of agents severely restrict the ability to predict events in the model [31], [47]. Conservative protocols also typically require a static partition and configuration of the distributed model, and systems with dynamic behaviour, such as agent-based systems, are in general difficult to model [16], [48], [15].

Optimistic approaches allow the processes to advance optimistically in simulated time, detecting and recovering from causality errors by means of a rollback mechanism which forces processes to undo past operations. For the rollback of the simulation to be feasible, each process must hold information regarding its recent history (e.g., previous state vectors, processed input events, and previously sent output messages) up to last ‘correct time’, referred to as the Global Virtual Time (GVT). GVT is generally the smallest local clock value amongst all the LPs, and is periodically computed and distributed to all the logical processes. In contrast to conservative approaches, optimistic approaches can accommodate the dynamic creation of logical processes and do not require the prediction of future events for their efficient operation. However some authors have argued that the overhead of storing the recent history of each process is likely to outweigh the gains of employing an optimistic strategy when simulating multi-agent systems [13], [47].

Synchronisation is further complicated by the introduction of Interest Management. To date, most work on Interest Management has been carried out within the context of large-scale, real-time simulations where synchronisation is straightforward, as, at any instant, all processes (federates) are approximately at the same wall-clock time. However in logical time simulations, different LPs will typically be at different logical times, and Interest Management can introduce temporal coherency errors in the Simulation [49]. Thus far, only a limited amount of work has been done in this area, mainly for HLA and similar grid-based filtering schemes [22], [49].

The proposed framework supports both synchronous approaches and conservative and optimistic synchronisation protocols, as it seems likely that no one synchronisation technique will be appropriate in all situations. For example, the tree structure of the proposed simulation architecture facilitates the implementation of synchronous schemes, such as those employed by e.g., JAMES [13], [14]. Much recent work on deliberation for agent-based systems has focussed on ‘anytime’ techniques, i.e., techniques which produce solutions of monotonically increasing quality given more computational resources [50], [51]. However many other forms of deliberation are interruptible, in the sense that they can be run for a fixed period of time (or number of node expansions), and return enough state to continue the simulation if a solution has not been found. This approach is commonly used in single-threaded hybrid reactive-deliberative architectures when it is necessary to place an upper bound on response time, e.g., [52]. When simulating agents which use such timesliced deliberation techniques, we can run the deliberation for a single timeslice, at the end of which either a solution has been found (or a solution of sufficient quality has been found if we are using anytime techniques) and we know how long the deliberation will take, or we know that deliberation is guaranteed to take at least the duration of the timeslice. By incrementing simulated time in increments equal to the deliberation timeslice, we can allow the rest of the simulation to proceed in parallel with the agent’s deliberation.

Alternatively, we can adopt a ‘moderately optimistic’ strategy as proposed by Uhrmacher and Gugler [47], which splits simulation and external deliberation into two separate threads and allows simulation and deliberation to proceed concurrently, utilising simulation events as synchronisation points. The simulation is delayed to guarantee at each step that no rollback beyond the last state can occur, thus minimising the amount of state that must be stored. This has the advantage that we need make no assumptions about the interruptibility of the agent’s deliberation, at the cost of the machinery and space to allow rollback to the last state.

In other cases, it may be more appropriate to model the agent’s deliberation as a sequence of internal events corresponding to steps in the deliberation, allowing the rest of the simulation to progress up the timestamp of the most recent deliberative event. For example, the ACT-R agent architecture [53] associates a ‘latency’ with each of the rules defining the behaviour of the agent, which specifies how long the rule takes to execute. Coupled with access to ACT-R’s internal state (see below), this could form the basis of an optimistic synchronisation strategy, in which simulation of the agent’s deliberation proceeds optimistically in parallel with the rest of the simulation. To reduce the cost of rollbacks, hybrid schemes such as Time Windows [54], [55] or Bounded Lag [56] may be utilised.

\footnote{ACT-R agents are not mobile, and the firing of an individual rule typically involves only limited changes to the agent’s state, so the amount of state that must be stored in the event of a rollback is relatively small.}
IX. THE SIMULATION ARCHITECTURE

The simulation consists of three types of Logical Processes, namely ALPs, ELPs, and CLPs. In this section we outline the architecture and operation of these processes assuming optimistic synchronisation.

A. The Agent and Environment Logical Processes

Figure 4 presents the basic architecture of an ALP. A simulation engine acts upon and interfaces to the agent code. The simulation engine performs four main functions: it converts messages from other LPs into the format required by the agent, e.g., perceptual data, KQML messages etc.; it manages the agent’s private internal state; it converts the agent’s actions into messages for communication to other LPs; and it performs all necessary synchronisation.

The agent code could consist of, e.g., a model and its associated processor, or an existing agent implementation. The architecture facilitates the reuse of existing agent models and implementations, since all that is required is the development of appropriate interfaces to the simulation engine. Clearly, for this to be possible, the simulation engine must be able to access the agent’s state and interrupt the agent and restart it on the updated state (e.g., in the event of a rollback). The ease with which this can be accomplished depends on the architecture of the agent. For example, architectures and toolkits such as SIM_AGENT [41], SOAR [57] and ACT-R [53] maintain a single, centralised representation of the agent’s internal state, e.g., a working memory or goal stack, making rollback relatively straightforward. If the agent’s representation is distributed, as in a neural net, or embedded in program variables, interfacing it to the simulation engine may be more difficult.

The structure of an ELP is similar to that of an ALP with the ‘agent code’ replaced by the models or implementation code necessary to simulate the relevant object(s) and process(es) in the environment. As with agents, a considerable amount of work has been done on developing simulations of environments which are, or could be, used in simulations of multi-agent systems.

B. The Communication Logical Process

The CLPs have a dual role in the model. Firstly they act as ‘routing nodes’, routing query and action-reporting messages from ALPs and ELPs through the tree to the appropriate CLPs. Secondly, they maintain the shared state, acting as a communication channel between ALPs and ELPs.

A high level view of the structure of the CLP is provided in Figure 5. Each CLP maintains a State/Action Buffer (SAB) which keeps the shared state variables as well as their recent history (since the most recent calculation of the GVT), namely, the ALP/ELP that accessed each variable and the time and type of access (read or update). Upon receiving a message reporting an action by an ALP, the CLP will check whether this action is ‘valid’, that is, whether it has a causal relationship with an action of another agent in the simulated past. If the action is valid, the CLP will keep a record of the agent’s action in its SAB, and forward the message to the appropriate ELP process to compute the effects of the agent’s action on the environment. If this results in further changes to the shared state, the ELP will notify the CLP to update the corresponding state variables. In order to model the effects of the agent’s actions on the environment, ELPs may need to read the values of other shared state variables in the CLP by issuing query messages. The CLP will also activate the rollback mechanisms for ALPs and ELPs whose simulated past is affected by the action of the agent. If the action of the agent is not valid, the agent is forced to rollback.

C. Accessing the Shared State

The problem of sharing variables between LPs in distributed simulations has been addressed before in the context of other applications [58], [59], and an overview of the different approaches can be found in [60]. The distributed implementation of the mechanism that will allow ALPs and ELPs to access the shared state variables maintained by the CLPs will depend on the characteristics of the simulation host machine (e.g., shared or distributed memory multiprocessor, cluster of workstations etc.).
Within the context of the proposed framework, reading the environment state will generally involve the interested ALP issuing a timestamped query (Interest Expression) to a CLP. The CLP will respond by providing the agent with a copy of the values of the requested set of state variables which were valid at the time denoted by the request timestamp. Several different approaches may be followed in the case where the query timestamp refers to the future of the CLP, depending on the type of behaviour of the simulated agent; e.g., the ALP could block until the CLP’s LVT reaches the timestamp of the query or it could be allowed to continue its operation based on some optimistic assumptions. Alternatively, the agent may register its interest in a particular set of state variables (its DOI) to the corresponding CLP, which will then inform the agent of any updates of these state variables.

Updating the state of a CLP process requires the agent process to inform the CLP of its external actions by sending a message of the type <action, timestamp>, the timestamp denoting the simulated time that the action was performed by the agent.

X. Summary

In this paper we have described a framework for the distributed simulation of multi-agent systems which aims to overcome some of the deficiencies of the ad-hoc, centralised, time-driven simulation approaches typically employed for agent simulation. Our framework uses the notion of ‘spheres of influence’ as a basis for dynamically partitioning the shared state of the simulation model into logical processes, and we have sketched an algorithm for dynamically partitioning the simulation to perform load balancing. We have presented preliminary results of experiments to characterise the spheres of influence in a simple agent-based simulation which suggests that our approach may be feasible. However, further work is required to establish the general applicability of this approach.

In addition, a number of challenging issues have to be addressed before our approach can be realised. Techniques are required to obtain global snapshots of the distributed simulation and approximate the spheres of influence at any instant, e.g. [61], [62]. Furthermore, algorithms for redistributing the state and reorganising the tree to approximate the spheres of influence and balance the load to achieve high simulation performance must be developed. This will require the definition of appropriate performance metrics and cost functions which take into account the relevant characteristics of both the host platform (e.g., network configuration, CPU and memory architecture etc.) and the dynamics of the simulated systems (e.g., frequency of interactions and state accesses etc.). To this end, a range of alternative solutions may be envisaged, from the periodic redistribution of the whole state and construction of the tree of CLPs from scratch, to the gradual moving of LPs and state variables through different levels in a dynamically reconfigured tree. In addition, CLPs should be able to respond to various events/queries issued by the LPs regarding their environment. As the state information required to respond to these may be distributed through the tree, appropriate routing algorithms are needed to enable the CLPs to locate this information; this is clearly non-trivial. Finally, appropriate synchronisation protocols have to be developed.

In future work we hope to address these issues with the ultimate goal of implementing a generic distributed simulation kernel for multi-agent systems.
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