AI Methods


Question 1

a) The following table shows the distances between various cities labelled A thru S (the distances between two given towns are symmetric).


A
B
C
D
E
F
G
H
I
J
K
L
M
N
O
P
Q
R
S

A

45



42



63










B
45

48








67








C

48

32


46













D


32

23


49












E



23




41











F
42








44
41









G


46




30





28






H



49


30

35
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41


35










117

J
63




44




22



38





K





41



22

26


33





L

67








26

28







M











28

21

35




N






28





21







O









38
33




44

38


P












35

44

23



Q















23


73

R














38



109

S








117







73
109


This table shows the straight line distance, SLD, between city n and city S

City
SLD to S
City
SLD to S
City
SLD to S

A
184.39
G
107.70
M
100.00

B
161.25
H
101.98
N
89.44

C
145.60
I
100.00
O
111.80

D
141.42
J
144.22
P
78.10

E
140.00
K
128.06
Q
67.08

F
148.66
L
113.14
R
101.98





S
0.00

Using the A* algorithm find the optimal route between A and S. Present your results in a table with the following headings (as shown in the lectures).

Expansion No.
Node being Expanded
Expanded Nodes
Cost so far
Cost for this move
Total Cost - g(n)
SLD
g(n) + SLD
Expanded at Level?

State the optimal route and the length of that route.

25 marks

Question 1 - Answer

This question may appear quite long but it is the only thing the students have to do for this question. In past examinations I have asked an A* algorithm question as a sub-section of another question. The students will expect a question of this sort, many will have revised for it and I have given a revision lecture on this subject.

As this search tree expands to depth 24 (which is why I have not asked the students to draw the tree) it is simpler to present in table form (this form was given in a revision lecture – and the lecture material was available on the course web site).

I decided to give the students the table headings to assist marking and also to help the students (as this is a first/second year course).

Marks will be given for the amount they have correct and for showing that they have applied the algorithm correctly.

The optimal route is AJOPQS at a cost of 241.

Expansion
Node being Expanded
Expanded Nodes
Cost so far
Cost for this move
Total Cost - g(n)
SLD
g(n) + SLD
Expanded at Level?

1
A
B
0.00
45.00
45.00
161.25
206.25
3


A
F
0.00
42.00
42.00
148.66
190.66
2


A
J
0.00
63.00
63.00
144.22
207.22
4

2
F
A
42.00
42.00
84.00
184.39
268.39



F
J
42.00
44.00
86.00
144.22
230.22
14


F
K
42.00
41.00
83.00
128.06
211.06
5

3
B
A
45.00
45.00
90.00
184.39
274.39



B
C
45.00
48.00
93.00
145.60
238.60
20


B
L
45.00
67.00
112.00
113.14
225.14
11

4
J
A
63.00
63.00
126.00
184.39
310.39



J
F
63.00
44.00
107.00
148.66
255.66



J
K
63.00
22.00
85.00
128.06
213.06
7


J
O
63.00
38.00
101.00
111.80
212.80
6

5
K
F
83.00
41.00
124.00
148.66
272.66



K
J
83.00
22.00
105.00
144.22
249.22



K
L
83.00
26.00
109.00
113.14
222.14
8


K
O
83.00
33.00
116.00
111.80
227.80
12

6
O
J
101.00
38.00
139.00
144.22
283.22



O
K
101.00
33.00
134.00
128.06
262.06



O
P
101.00
44.00
145.00
78.10
223.10
9


O
R
101.00
38.00
139.00
101.98
240.98
24

7
K
F
85.00
41.00
126.00
148.66
274.66



K
J
85.00
22.00
107.00
144.22
251.22



K
L
85.00
26.00
111.00
113.14
224.14
10


K
O
85.00
33.00
118.00
111.80
229.80
13

8
L
B
109.00
67.00
176.00
161.25
337.25



L
K
109.00
26.00
135.00
128.06
263.06



L
M
109.00
28.00
137.00
100.00
237.00
18

9
P
M
145.00
35.00
180.00
100.00
280.00



P
O
145.00
44.00
189.00
111.80
300.80



P
Q
145.00
23.00
168.00
67.08
235.08
15

10
L
B
111.00
67.00
178.00
161.25
339.25



L
K
111.00
26.00
137.00
128.06
265.06



L
M
111.00
28.00
139.00
100.00
239.00
21

11
L
B
112.00
67.00
179.00
161.25
340.25



L
K
112.00
26.00
138.00
128.06
266.06



L
M
112.00
28.00
140.00
100.00
240.00
22

12
O
J
116.00
38.00
154.00
144.22
298.22



O
K
116.00
33.00
149.00
128.06
277.06



O
P
116.00
44.00
160.00
78.10
238.10
19


O
R
116.00
38.00
154.00
101.98
255.98


13
O
J
118.00
38.00
156.00
144.22
300.22



O
K
118.00
33.00
151.00
128.06
279.06



O
P
118.00
44.00
162.00
78.10
240.10
23


O
R
118.00
38.00
156.00
101.98
257.98


14
J
A
86.00
63.00
149.00
184.39
333.39



J
F
86.00
44.00
130.00
148.66
278.66



J
K
86.00
22.00
108.00
128.06
236.06
17


J
O
86.00
38.00
124.00
111.80
235.80
16

15
Q
P
168.00
23.00
191.00
78.10
269.10



Q
S
168.00
73.00
241.00
0.00
241.00


16
O
J
124.00
38.00
162.00
144.22
306.22



O
K
124.00
33.00
157.00
128.06
285.06



O
P
124.00
44.00
168.00
78.10
246.10



O
R
124.00
38.00
162.00
101.98
263.98


17
K
F
108.00
41.00
149.00
148.66
297.66



K
J
108.00
22.00
130.00
144.22
274.22



K
L
108.00
26.00
134.00
113.14
247.14



K
O
108.00
33.00
141.00
111.80
252.80


18
M
L
137.00
28.00
165.00
113.14
278.14



M
N
137.00
21.00
158.00
89.44
247.44



M
P
137.00
35.00
172.00
78.10
250.10


19
P
M
160.00
35.00
195.00
100.00
295.00



P
Q
160.00
23.00
183.00
67.08
250.08


20
C
B
93.00
48.00
141.00
161.25
302.25



C
D
93.00
32.00
125.00
141.42
266.42



C
G
93.00
46.00
139.00
107.70
246.70


21
M
L
139.00
28.00
167.00
113.14
280.14



M
N
139.00
21.00
160.00
89.44
249.44



M
P
139.00
35.00
174.00
78.10
252.10


22
M
L
140.00
28.00
168.00
113.14
281.14



M
N
140.00
21.00
161.00
89.44
250.44



M
P
140.00
35.00
175.00
78.10
253.10


23
P
M
162.00
35.00
197.00
100.00
297.00



P
Q
162.00
23.00
185.00
67.08
252.08


24
R
O
139.00
38.00
177.00
111.80
288.80



R
S
139.00
109.00
248.00
0.00
248.00


Question 2

a)
Show how breadth-first-search and depth-first-search can be implemented using some appropriate pseudo-code. If you use another search algorithm as a sub-routine then show this algorithm in detail as well.

(12 marks)

b)
Describe any data structures that are used in implementing the two searches and describe the way in which they are used.

(8 marks)

c)
What is the worst-case time and space complexity of the above two algorithms.

(5 marks)

Question 2 - Answer

a)
Show how BREADTH-FIRST-SEARCH and DEPTH-FIRST-SEARCH can be implemented using some appropriate pseudo-code. If you use another search algorithm as a sub-routine then show this algorithm in detail as well.

Breadth-First Search Implementation

Function BREADTH-FIRST-SEARCH(problem) returns a solution or failure


Return GENERAL-SEARCH(problem,ENQUEUE-AT-END)
Depth-First Search Implementation

Function DEPTH-FIRST-SEARCH(problem) returns a solution or failure


Return GENERAL-SEARCH(problem,ENQUEUE-AT-FRONT)
Both searches call the GENERAL-SEARCH algorithm

Function GENERAL-SEARCH(problem, QUEUING-FN) returns a solution or failure


nodes = MAKE-QUEUE(MAKE-NODE(INITIAL-STATE[problem]))


Loop do


If nodes is empty then return failure



node = REMOVE-FRONT(nodes)



If GOAL-TEST[problem] applied to STATE(node) succeeds then return node



nodes = QUEUING-FN(nodes,EXPAND(node,OPERATORS[problem]))


End
End Function

b)
Describe any data structures that are used in implementing the two searches and describe the way in which they are used.

Both searches use a queue. The next node to expand is always taken from the front of the queue. The important aspect is that the search is implemented by adding nodes to the queue in different orders (thus the need for a QUEUING-FN in the above implementations).

Breadth-First Search adds new nodes to the end of the queue.

Depth-First Search adds new nodes to the beginning of the queue.

c)
What is the worst-case time and space complexity of the above two algorithms.

Evaluation
Breadth First
Depth First

Time
BD
BM

Space
BD
BM

Where
B
=
Branching Factor


D
=
Depth of Solution


M
=
Maximum Depth of the Search Tree

Question 3

a)
Given the following equation


 SEND

+
 MORE

=
MONEY

The aim is to assign each letter a unique integer in the range 0..9 so that the sum is correct.

Define the problem as a constraint satisfaction problem (CSP) in terms of variables, V, domains, D and constraints, C. Show how an analysis of the problem can be used to reduce the domains of the variables and create additional constraints.

(16 marks)
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b)
Using the most-constrained-variable CSP heuristic colour the following map using the colours Blue, Red and Green. Show you reasoning at each step of the algorithm.

(9 marks)

Question 3 - Answer

a)
Given the following equation

This is a well known problem and it was presented in the lectures.

Initial Solution

Initially the problem can be stated as follows.

V = {S, E, N, D, M, O, R, Y}

DS
=
{0, 1, 2, 3, 4, 5, 6, 7, 8, 9}

DE
=
{0, 1, 2, 3, 4, 5, 6, 7, 8, 9}

DN
=
{0, 1, 2, 3, 4, 5, 6, 7, 8, 9}

DD
=
{0, 1, 2, 3, 4, 5, 6, 7, 8, 9}

DM
=
{0, 1, 2, 3, 4, 5, 6, 7, 8, 9}

DO
=
{0, 1, 2, 3, 4, 5, 6, 7, 8, 9}

DR
=
{0, 1, 2, 3, 4, 5, 6, 7, 8, 9}

DY
=
{0, 1, 2, 3, 4, 5, 6, 7, 8, 9}

The initial constraints can be stated as

C1 = If the same letter occurs more than once, it must be assigned the same value

C2 = No two different letters may be assigned the same digit

However, this model leads to a large search space. In the lectures it was shown how the domain of the variables could be reduced and an additional constraint introduced.

This was done as follows.

Reducing the Domain and introducing additional constraints

An obvious choice is to limit the domain of S and M as these cannot be zero (assuming we do not allow leading zeroes). This gives us the following, updated domains.

DS
=
{1, 2, 3, 4, 5, 6, 7, 8, 9}

DE
=
{0, 1, 2, 3, 4, 5, 6, 7, 8, 9}

DN
=
{0, 1, 2, 3, 4, 5, 6, 7, 8, 9}

DD
=
{0, 1, 2, 3, 4, 5, 6, 7, 8, 9}

DM
=
{1, 2, 3, 4, 5, 6, 7, 8, 9}

DO
=
{0, 1, 2, 3, 4, 5, 6, 7, 8, 9}

DR
=
{0, 1, 2, 3, 4, 5, 6, 7, 8, 9}

DY
=
{0, 1, 2, 3, 4, 5, 6, 7, 8, 9}

Next we can reason that the largest values for S and M would be 8 and 9. If there was a carry digit (we will represent these as C1, C2, C3 and C4, with C1 at the left) this means that S + M + C3 < 19. This infers that M = 1. This gives us this revised set of domains.

DS
=
{2, 3, 4, 5, 6, 7, 8, 9}

DE
=
{0, 2, 3, 4, 5, 6, 7, 8, 9}

DN
=
{0, 2, 3, 4, 5, 6, 7, 8, 9}

DD
=
{0, 2, 3, 4, 5, 6, 7, 8, 9}

DM
=
{1}

DO
=
{0, 2, 3, 4, 5, 6, 7, 8, 9}

DR
=
{0, 2, 3, 4, 5, 6, 7, 8, 9}

DY
=
{0, 2, 3, 4, 5, 6, 7, 8, 9}

And our problem now looks like this



 SEND


+
 1ORE


=
1ONEY

We can now turn our attention to the thousands column. C3 could be zero or one (representing a carry or not). That is,

S + M + C3 = 10 + O

We’ll consider both cases of carry below


C3 = 1
C3 = 0


S + 1 + 1 = 10 + O
S + 1 + 0 = 10 + O

Simplify
S + 2 = 10 + O


Subtract 2 (or1) from both sides
S = 8 + O
S = 9 + O

Conclusions
If O is 0, S = 8

If O is 1, S = 9
If O is 0, S = 9

Therefore, S must equal 8 or 9.

Let’s try to prove that S = 8.



 8END


+
 10RE


=
10NEY

From the above, we showed that O=0 if S=8. If this is the correct answer we can see that a carry is required in the hundreds column (C2) as E + 0 = N is not valid as E and N would take the same value, which is not allowed.

Or, to show it is invalid another way


E + 0 + C3(0) = 10 + N

Simplify
E = N + 10

Which is invalid, as N would have to be zero, which is already the case with O

So, assuming there is a carry, we have


E + 0 + 1 = 10 + N

Simplifying gives
E + 1 = 10 + N

Subtract 1 from both sides
E = 9 + N

The only possible value for N is zero (else E would be outside its domain) but O is already zero, so this answer is invalid.

Therefore, S cannot equal 8, so it S = 9, giving



 9END


+
 1ORE


=
1ONEY

Now, consider the thousands column. We have either

9 + 1 C3(0) = O

or

9 + 1 + C3(1) = O

If the carry, C3, is zero then M = 1 and O = 0.

If the carry, C3, is one then M = 1 and O = 1.

As O ( 1 (as M=1), then O = 0, giving



 9END


+
 10RE


=
10NEY

Turning our attention to the tens column, we have N + R = E. We can see that we must also have a carry as the hundreds column (E + 0 = N) needs to have a carry from the previous column else E = N, which is invalid.

We can also state that N = E + 1 by definition of the hundreds column and the carry, C2.

From the above we can derive N + R + C1 = 10 + E. In the table below we will consider at this formula


C1 = 1
C1 = 0


N + R + 1 = 10 + E
N + R + 0 = 10 + E

Subtract 1
N + R = 9 + E


Substitute N = E + 1
E + 1 + R = 9 + E
E + 1 + R = 10 + E

Subtract E
1 + R = 9
1 + R = 10

Subtract 1
R = 8
R = 9

Possible
Yes
No, as S = 9

Therefore, we can set R to 8, giving



 9END


+
 108E


=
10NEY

We could continue with this algebraic analysis and solve the puzzle completely but if we assume that we could not go any further then we have the following to give our CSP search.

V = {S, E, N, D, M, O, R, Y}

DS
=
{ 9}

DE
=
{2, 3, 4, 5, 6}

DN
=
{2, 3, 4, 5, 6, 7}

DD
=
{2, 3, 4, 5, 6, 7}

DM
=
{1}

DO
=
{0}

DR
=
{8}

DY
=
{2, 3, 4, 5, 6, 7}

C1 = N = E + 1

(note, how this constraint also further limits the domain of E).

In Summary

V = {S, E, N, D, M, O, R, Y}

DS
=
{ 9}

DE
=
{2, 3, 4, 5, 6}

DN
=
{2, 3, 4, 5, 6, 7}

DD
=
{2, 3, 4, 5, 6, 7}

DM
=
{1}

DO
=
{0}

DR
=
{8}

DY
=
{2, 3, 4, 5, 6, 7}

C1 = If the same letter occurs more than once, it must be assigned the same value

C2 = No two different letters may be assigned the same digit

C3 = N = E + 1
Marking Scheme

If the student answers the question using the initial solution they will receive 25% of the marks (4) allocated to this question.

If they give the answer in the “In Summary” section, they will receive 100% of the marks – but they must have explained the reasons for their limited domain and additional constraints.

If the student gives a different answer, as long as their answer is valid, they will receive appropriate marks.

b)
Using the most-constrained-variable CSP heuristic colour the following map using the colours Blue, Red and Green. Show you reasoning at each step of the algorithm.

This example was shown in the lectures and was also presented in the course notes.

Consider this diagram. It represents a map colouring problem. That is, adjacent countries cannot have the same colour as any of its neighbours.

For this problem, we only have three colours available (Red, Green and Blue).

[image: image2.png]



We have already assigned colours to countries A and B. The decision we now have to make is what country to colour next?

Just by looking at the map we can see that it is probably worth doing E next as this must be coloured Blue. We can now do C, which must be Red, as it is next to countries that are Green (A) and Blue (E).

Once we have done C we must paint F Green. Finally, we can paint D Red or Blue.

Therefore, we have solved this problem with no search at all.

But what would have happened if, after assigning colours to A and B, we had decided to paint C Blue. We would have eventually had to backtrack as we would not have had any colours available for E.

Now, let us consider this in the context of a CSP problem.

We start with the following variables and their domains

A
=
{Red, Blue, Green}

B
=
{Red, Blue, Green}

C
=
{Red, Blue, Green}

D
=
{Red, Blue, Green}

E
=
{Red, Blue, Green}

F 
=
{Red, Blue, Green}

After making the first two assignments, and using forward tracking to reduce the domains of the other variables, we have the following assignments (variables marked * have been instantiated)

A*
=
{Green}

B*
=
{Red}

C
=
{Red, Blue}

D
=
{Red, Blue, Green}

E
=
{Blue}

F 
=
{Blue, Green}

To decide which variable to instatiate we choose the variable with the smallest domain. In this case E. After instatiating E the assignments look like this (again forward tracking has been used to reduce the domain of the remaining variables)

A*
=
{Green}

B*
=
{Red}

C
=
{Red}

D
=
{Red, Blue, Green}

E*
=
{Blue}

F 
=
{Green}

We can now choose C (or F) and then F (or C). This results in the following

A*
=
{Green}

B*
=
{Red}

C*
=
{Red}

D
=
{Red, Blue}

E*
=
{Blue}

F* 
=
{Green}

Lastly, we can assign D Red or Blue. We choose (arbitrarily) Red, leading to the final solution

A*
=
{Green}

B*
=
{Red}

C*
=
{Red}

D*
=
{Red}

E*
=
{Blue}

F* 
=
{Green}

Marking Scheme

If the student simply gives the answer, they will receive zero marks (as the question can be simply answered without having to use the heuristic). The student must show the variables, their domains, show how they choose the least most constrained variable at each stage and show that forward tracking is used to restrict other domains.

Note, that the students answer might be different to that shown above as they may choose different colours or countries as a starting point.

Question 4

a)
Describe the features of a McCulloch-Pitts neural network.

(5 Marks)

b) Using a McCulloch-Pitts network model the following logic functions

AND



OR



AND NOT



XOR



X1
X2
Y

X1
X2
Y

X1
X2
Y

X1
X2
Y

1
1
1

1
1
1

1
1
0

1
1
0

1
0
0

1
0
1

1
0
1

1
0
1

0
1
0

0
1
1

0
1
0

0
1
1

0
0
0

0
0
0

0
0
0

0
0
0

Where X1 and X2 are the inputs and Y is the required output.

(14 Marks)

c)
For each of the truth tables below say whether it is possible for a perceptron to learn the required output.

In each case, explain the reason behind your decision.

i)
Input
0
0
1
1


Input
0
1
0
1


Required Output
1
0
0
1








ii)
Input
0
0
1
1


Input
0
1
0
1


Required Output
1
1
0
0








iii)
Input
0
0
1
1


Input
0
1
0
1


Required Output
1
1
1
1

(6 marks)

Question 4 - Answer

a)
Describe the features of a McCulloch-Pitts neural network.

We can make the following statements about a McCulloch-Pitts network

· The activation of a neuron is binary. That is, the neuron either fires (activation of one) or does not fire (activation of zero).
For the network shown below the activation function for unit Y is 

f(y_in) = 1, if y_in >= θ else 0

where
y_in is the total input signal received

θ is the threshold for Y.

· Neurons is a McCulloch-Pitts network are connected by directed, weighted paths.

· If the weight on a path is positive the path is excitatory, otherwise it is inhibitory.

· All excitatory connections into a particular neuron have the same weight, although different weighted connections can be input to different neurons.

· Each neuron has a fixed threshold. If the net input into the neuron is greater than the threshold, the neuron fires.

· The threshold is set such that any non-zero inhibitory input will prevent the neuron from firing.

· It takes one time step for a signal to pass over one connection.
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A sample McCulloch-Pitts network is shown above and some of the statements can be observed.

In particular, note that the threshold for Y has equal 4 as this is the only value that allows it to fire, taking into account that a neuron cannot fire if it receives a nonzero inhibitory input.

Marking Scheme

The marks will be awarded based on how much of the above the students include in their answer.

b)
Using a McCulloch-Pitts network model the following logic functions

[image: image4.png]




AND Function

As both inputs (X1 and X2) are connected to the same neuron the connections must have the same weight, in this case 1. To model the AND function the threshold on Y is set to 2.

OR Function

This is almost identical to the AND function except the connections are set to 2 and the threshold on Y is also set to 2.

AND NOT Function

Although the truth table for the AND NOT function is shown above it deserves just a small explanation as it is not often seen in the textbooks. The function is not symmetric in that an input of 1,0 is treated differently to an input of 0,1. As you can see from the truth table the only time true (value of one) is returned is when the first input is true and the second input is false.

Again, the threshold on Y is set to 2 and if you apply each of the inputs to the AND NOT network you will find that we have modeled X1 AND NOT X2.

XOR Function

XOR can be modeled using AND NOT and OR;

X1 XOR X2 = (X1 AND NOT X2) OR (X2 AND NOT X1)

This explains the network shown above. The first layer performs the two AND NOT’s and the second layer performs the OR. Both Z neurons and the Y neuron have a threshold of 2.

Marking Scheme

3 marks for each of the first three (AND, OR, AND NOT) and 5 marks for showing XOR.

The students should describe the network and how it does, in fact, model the required function. The student must state what the threshold is on each output neuron.

Showing each of the inputs, the calculations and the resultant output would be ideal. For example.

AND






X1
X2
Y
Calc
>= Threshold?
Output (i.e. same as Y)

1
1
1
(X1*1) + (X2*1) = 2
Yes
1

1
0
0
(X1*1) + (X2*1) = 1
No
0

0
1
0
(X1*1) + (X2*1) = 1
No
0

0
0
0
(X1*1) + (X2*1) = 0
No
0

c)
For each of the truth tables below say whether it is possible for a perceptron to learn the required output.

Two marks for each. Only one mark if the student gets the correct answer but does not mention the phrase linearly separable.
Only i) cannot be learnt. This is because it is not linearly separable. This can be shown on the diagrams below (where the outputs have been plotted and the filled circles represent a 1 and the hollow circles represent a zero.).

Those problems which are linearly separable can have a line dividing the "1" outputs from the "0" outputs. In the case of i) this is not possible.

i)
ii)


iii)


Question 5

a) Briefly describe the Turing Test

(6)

b) Briefly describe the Chinese Room Experiment

(6)

c) Do you agree with the Chinese Room argument that if a computer passes the Turing Test then it does not prove that the computer is intelligent? State your reasons.

(13)

Question 5 - Answer

a) Briefly describe the Turing Test

Four Marks

The test is conducted with two people and a machine. One person plays the role of an interrogator and is in a separate room from the machine and the other person. The interrogator only knows the person and machine as A and B. The interrogator does not know which is the person and which is the machine.

Using a teletype, the interrogator, can ask A and B any question he/she wishes. The aim of the interrogator is to determine which is the person and which is the machine.

The aim of the machine is to fool the interrogator into thinking that it is a person. If the machine succeeds then we can conclude that machines can think.

Extra Marks

[for examples such as these]

The machine is allowed to do whatever it likes in its attempts to fool the interrogator. In 1950 Turing suggested that the machine when presented with a question such as

"How much is 12,324 times 73,981?"

could wait several minutes and then give the wrong answer.

Carrying out the above dialogue is relatively easy. A much more difficult issue is the amount of knowledge the machine would need to know in order to carry out a meaningful conversation.

Asking a question such as "Who won last nights top of the table football match?" would present real problems to a program that was not up to date on world events and Turing gives the following example dialogue that a machine would have to be capable of

Interrogator:
In the first line of your sonnet which reads "Shall I compare thee to a summer's day," would not a spring day do as well or better?

A:
It wouldn't scan.

Interrogator:
How about "winters day." That would scan all right.

A:
Yes, but nobody wants to be compared to a winter's day.

Interrogator:
Would you say that Mr. Pickwick reminded you of Christmas?

A:
In a way.

Interrogator:
Yet Christmas is a winter's day, and I do not think Mr. Pickwick would mind the comparison.

A:
I don't think you're serious. By a winter's day one means a typical winter's day, rather than a special one like Christmas.

b) Briefly describe the Chinese Room Experiment

The system comprises a human, who only understands English, a rule book, written in English, and two stacks of paper. One stack of paper is blank. The other has indecipherable symbols on them.

In computing terms the human is the CPU, the rule book is the program and the two stacks of paper are storage devices.

The system is housed in a room that is totally sealed with the exception of a small opening.

The human sits inside the room waiting for pieces of paper to be pushed through the opening. The pieces of paper have indecipherable symbols written upon them.

The human has the task of matching the symbols from the “outside” with the rule book. Once the symbol has been found the instructions in the rule book are followed. This may involve writing new symbols on blank pieces of paper or looking up symbols in the stack of supplied symbols.

Eventually, the human will write some symbols onto one of the blank pieces of paper and pass these out through the opening.

Assume that the symbols passed into the room were valid Chinese sentences, which posed questions. Also assume that pieces of paper passed out of the room were also valid Chinese sentences, which answered those questions. Searle argues that we have a system that is capable of passing the Turing Test and is therefore intelligent according to Turing. But Searle also argues that the system does not understand Chinese as it just comprises a rule book and stacks of paper which do no understand Chinese.

Therefore, according to Searle, running the right program does not necessarily generate understanding.

c) Do you agree with the Chinese Room argument that if a computer passes the Turing Test then it does not prove that the computer is intelligent? State your reasons.

In this part of the question I am looking for the student to give their own thoughts.

Marks will be awarded for the conviction of their argument and how well they back up that argument.

I will also give extra marks for students who have obviously read Searle’s paper.

As a minimum I would expect the student to categorically state if they agree with Searle that passing the Turing Test does not prove intelligence (3 marks just for not sitting on the fence).

Question 6

a)
Describe the terms complete and optimal with regards to evaluating search strategies?
 

(2 marks)

b)
Given the following 8-puzzle, define the problem as a search problem in terms of states, operators, a goal test and a path cost.
5
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7
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Initial State
Goal State

(6 marks)

c)
Describe the history of checkers (draughts) in the context of computers playing the game.

(12 marks)

d)
Consider the following problem.


Show how uniform cost search would find the optimal route from S to G

(5 marks)

Question 6 - Answer
This question is specifically designed to cover a variety of areas, with a variety of marks, to allow the student who has done general revision to pick up marks.

a)
Describe the terms complete and optimal with regards to evaluating search strategies?


Complete
:
Is the search guaranteed to find a solution if there is one?

Optimal
:
Is the search guaranteed to find the optimal (cheapest) solution (however cheapest has been defined for that search problem)?
b)
Given the following 8-puzzle, define the problem as a search problem in terms of states, operators, a goal test and a path cost.
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Initial State
Goal State

States
:
A state description specifies the location of each tile (and the blank) at each location in the state space. The student might define (say) a 3x3 array is used to hold the state that represents the current board position.

Operators
:
For this problem it is worth just having one operator that says that the blank is allowed to move left, right, up or down; with relevant restrictions to stop the blank moving “off the board.”

Goal Test
:
Simply check the current state against the goal state that is given

Path Cost
:
Each movement of the blank costs 1 so the total path cost relates to the number of tiles moved.

Marks will be awarded based on how close they have matched the answer above.

c)
Describe the history of checkers (draughts) in the context of computers playing the game.

This question is really just to see if the student has read and digested the course notes, as a history of the game was given (and presented in the lectures).

Marks will be awarded using the following scheme.

Arthur Samuel, in 1952 (see Samuel, 1963), wrote the first checkers program. The original program was written for an IBM 701 computer. In 1954 he re-wrote the program for an IBM 704 and added a learning mechanism. What makes this program stand out in AI history is that the program was able to learn its own evaluation function. Taking into account the IBM 704 had only 100,00 words of main memory, magnetic tape for long-term storage and a cycle time of almost one-millisecond, this can be seen as a major achievement in the development of AI.

Samuel made the program play against itself and after only a few days play, the program was able to beat its creator and compete on equal terms with strong human opponents.

4 marks for mentioning Samuel (marks awarded for completeness of above)

It remains as a testament to Samuel that there was little more work on checkers until Jonathon Schaeffer et. al. developed Chinook (see Schaeffer, 1996). This program uses alpha-beta search (which we consider below) and also has a database to allow it to play a perfect end game. In 1992 Chinook won the US Open and subsequently challenged for the world championship. Dr. Marion Tinsley had been the world champion for over 40 years. In that time she only lost three games. Playing Chinook she lost her fourth and fifth game but ultimately won the match by 21.5 points to Chinook’s 18.5 points. In August 1994 there was a re-match but the match ended prematurely when Dr. Tinsley had to withdraw for health reasons. As a result of this Chinook become the official world champion. Scheaffer (1996, p.447) claimed that Chinook was rated at 2814. The best human players are rated at 2632 and 2625. Chinook did not include any learning mechanisms.

4 marks for mentioning Chinook (marks awarded for completeness of above)

More recently (Kumar, 2000) developed a checkers program that “learnt” how to play a good game of checkers. The program started knowing just the rules of the game so that it could make legal moves. The program was allowed to evolve by creating a population of games that competed against one another, with the best games surviving and being adapted in some way before competing again. The adaptation was done using a neural network with the weights on the synapses being changed by an evolutionary strategy. The best program was allowed to compete against a commercial version of checkers and it beat it 6-0. The program got called Anaconda due to the way it put a strangle hold on its opponents.

I actually saw this program as the CEC conference at which the paper was presented. It challenged anybody who cared to play it – and remain undefeated throughout the duration of the conference.

4 marks for mentioning Kumar (marks awarded for completeness of above)

d)
Consider the following problem.


Show how uniform cost search would find the optimal route from S to G

Breadth first search finds the shallowest goal state and that this will be the cheapest solution so long as the path cost is a function of the depth of the solution. But, if this is not the case, then breadth first search is not guaranteed to find the best (i.e. cheapest) solution.

Uniform cost search remedies this.

It works by always expanding the lowest cost node on the fringe, where the cost is the path cost, g(n). In fact, breadth first search is a uniform cost search with g(n) = DEPTH(n).

We wish to find the shortest route from S to G; that is S is the initial state and G is the goal state. We can see that SBG is the shortest route but if we let breadth first search loose on the problem it will find the path SAG; assuming that A is the first node to be expanded at level 1.

But this is how uniform cost search tackles the problem.

We start with the initial state and expand it. This leads to the following tree


The path cost of A is the cheapest, so it is expanded next; giving the following tree


We now have a goal state but the algorithm does not recognize it yet as there is still a node with a cheaper path cost. In fact, what the algorithm does is order the queue by the path cost so the node with cost 11 will be behind node B in the queue.

Node B (being the cheapest) is now expanded, giving


A goal state (G) will now be at the front of the queue. Therefore the search will end and the path SBG will be returned.

In summary, uniform cost search will find the cheapest solution provided that the cost of the path never decreases as we proceed along the path. If this requirement is not met then we never know when we will meet a negative cost. The result of this would be a need to carry out an exhaustive search of the entire tree.

The student need not go into as much detail (not for five marks) but marks will be awarded for how well they have explained the algorithm, in particular the fact that the lowest cost node on the fringe is always expanded next.
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