Artificial Intelligence Methods (G5BAIM) - Examination


Question 1

(a) Nim is a two-player game The rules are as follows.

The game starts with a single stack of 7 tokens. At each move a player selects one stack and divides it into two non-empty, non-equal stacks. A player who is unable to move loses the game.

Draw the complete search tree for nim.

(10)

(b) Assume two players, min and max, play nim (as described above). Min plays first.

If a terminal state in the search tree developed above is a win for min, a utility function of zero is assigned to that state. A utility function of 1 is assigned to a state if max wins the game.

Apply the minimax algorithm to the search tree to assign utility functions to all states in the search tree.

(3)

(c) If both min and max play a perfect game, who will win? Explain your answer.

(3)

(d) Given the following search tree, apply the alpha-beta pruning algorithm to it and show the search tree that would be built by this algorithm. Make sure that you show where the alpha and beta cuts are applied and which parts of the search tree are pruned as a result.
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Question 2

a) Given the following parents, P1 and P2, and the template T

	P1
	A
	B
	C
	D
	E
	F
	G
	H
	I
	J

	P2
	E
	F
	J
	H
	B
	C
	I
	A
	D
	G

	T
	1
	0
	1
	1
	0
	0
	0
	1
	0
	1


Show how the following crossover operators work

· uniform crossover

· order-based crossover

with regards to genetic algorithms

(8)

Use this problem description for parts b to e.

Assume we have the following function

f(x) = x3 - 60 * x2 + 900 * x +100

where x is constrained to 0..31. We wish to maximize f(x) (the optimal is x=10)

Using a binary representation we can represent x using five binary digits.

b) Given the following four chromosomes give the values for x and f(x).

	Chromosome
	Binary String

	P1
	11100

	P2
	01111

	P3
	10111

	P4
	00100


(2)

c) If P3 and P2 are chosen as parents and we apply one point crossover show the resulting children, C1 and C2.  Use a crossover point of 1 (where 0 is to the very left of the chromosome)

Do the same using P4 and P2 with a crossover point of 2 and create C3 and C4
(6)

d) Calculate the value of x and f(x) for C1..C4.

(2)

e) Assume the initial population was x={17, 21, 4 and 28}. Using one-point crossover, what is the probability of finding the optimal solution? Explain your reasons.

(7)

Question 3

Simulated annealing is an algorithm that always accepts better moves but also accepts worse with some probability

a)

Show a simulated annealing algorithm

(7)

What the probability of accepting the following moves? Assume the problem is trying to maximise the objective function.

	Current Evaluation
	Neighbourhood Evaluation
	Current Temperature

	100
	95
	20

	350
	325
	10

	23
	54
	276

	19
	5
	3


(5)

b)

One aspect of a simulated annealing cooling schedule is the temperature. Discuss the following

What is the effect of having the starting temperature too high or too low?

(4)

How do you decide on a suitable starting temperature?

(6)

How do we decide on a final temperature?

(3)

Question 4

a) Briefly describe the Turing Test

(6)

b) Briefly describe the Chinese Room Experiment

(6)

c) Do you agree with the Chinese Room argument that if a computer passes the Turing Test then it does not prove that the computer is intelligent? State your reasons.

(13)

Question 5

a) John Conway’s Game of Life and Craig Reynold’s Boids are, arguably, examples of artificial life. What, in your opinion, would constitute artificial life and what problems would it cause if we ever created artificial life?

(10)

b) A simplified version of blackjack can be described as follows.

Blackjack is a two player game comprising of a dealer and a player. The dealer deals two cards (from a normal pack of 52 cards) to the player and one card to himself. All cards are dealt face up. All cards take their face value, except Jack, Queen and King which count as 10 and Aces which can count as one or eleven.

The aim for the player is to draw as many cards as he/she wishes (zero if they wish) in order to get as close as possible to 21 without exceeding 21.

Outline how you would develop a computer program that was capable of learning how to play blackjack, the aim being that it improves its play over time.

(15)

Question 6

a) Describe how ants are able to find the shortest path to a food source.

(4)

b) Using the travelling salesman problem as an example, define the following terms with relation to ant algorithms

Visibility
Evaporation

Transition Probability

(9)

c) Many of the search methods presented in the lectures had as their basis some aspect of the real world. Propose an idea for a search algorithm based on some natural process or animal behaviour. Discuss how your method could be realised in a computer implementation in solving, say, the TSP.

12 marks

Model Answers

Please note, although this is a second/third year option, for this year only this course was only available to third year students. This was due to the introduction of a new course (Introduction to AI). This will be a pre-requisite for this course next year, so the second years were not allowed to take this course this year so that had the pre-requisite for next year.

For this reason, there is probably more “original thinking” required in this paper than I would normally give to second year students.

Question 1 – Model Answer

(a) Draw the complete search tree for nim.

The search tree is shown below. The student might draw a search tree which duplicates some of the nodes. This is acceptable.

Note : At this stage, only the search tree is required. The “Min”, “Max” and the Utility Functions are not required.
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(b) Assume two players, min and max, play nim (as described above). Min plays first.

If a terminal state in the search tree developed above is a win for min, a utility function of zero is assigned to that state. A utility function of 1 is assigned to a state if max wins the game.

Apply the minimax algorithm to the search tree to assign utility functions to all states in the search tree.

The utility functions are shown in the search tree above. The student should initially assign values to the terminal states and then propagate these up the tree, depending on whether it is min or max’s turn to move (min minimises the utility function of its child nodes, max maximises).

The student should mark the tree with the players turn – deduct one mark if this is not done. The other two marks are for correctly assigning the correct utility vales to each node. Give one mark if the student appears to be doing it correctly but has made a mistake.

(c) If both min and max play a perfect game, who will win? Explain your answer.

As the value at the top of the search tree is 1, it shows that maxmise is guaranteed to win (if it plays a perfect game). This is because minimise will never be able to follow a path that leads to a utility function of 0. One mark for pointing this out.

Two marks for showing the path that would be taken, if both players played a perfect game. These are shown in bold in the search tree above.

(d) Given the following search tree, apply the alpha-beta pruning algorithm to it and show the search tree that would be built by this algorithm. Make sure that you show where the alpha and beta cuts are applied and which parts of the search tree are pruned as a result.

The search tree that the student should re-produce is shown below. This example was shown in the lectures and set as an exercise.

If the student produces this search tree they should receive 6 marks (note any extra nodes they produce should be penalised as the idea behind the alpha-beta algorithm is that it restricts the number of nodes that are expanded).

The other three marks are to be allocated based on the way the student explains how the search tree was built. One mark for stating that alpha-beta pruning must use Depth First Search.

One mark for explaining why the alpha cut off can be made. One mark why the beta cut off can be made.

This is the explanation given in the course notes

Assume we have evaluated, using depth first search down to node I. This means we can maximise node D to a value of 6. If we now continue the search we will eventually evaluate node J and assign it a value of 8. At this point we do not need to evaluate K (or any of its siblings); for the following reasons.

· Node E already has a value of at least 8 (as MAX is trying to maximise this value so it cannot take on a smaller value).

· Node E is already greater than node D and, as MIN will be trying to minimise these two values, it is always going to choose D over E.

· Therefore, we can cut off the search at this point (shown an the diagram).

Similarly, we can cut of the search from node G downwards.

· Having evaluated F to 2, C cannot be more than this value (as C is trying to minimise).

· B is already greater than 2.

· Therefore, MAX is always going to prefer B over C, so we cannot cut off the rest of the search below C.
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Question 2 – Model Answer

a) Given the following parents, P1 and P2, and the template T

Uniform

	P1
	A
	B
	C
	D
	E
	F
	G
	H
	I
	J

	P2
	E
	F
	J
	H
	B
	C
	I
	A
	D
	G

	T
	1
	0
	1
	1
	0
	0
	0
	1
	0
	1


	C1
	A
	F
	C
	D
	B
	C
	I
	H
	D
	J

	C2
	E
	B
	J
	H
	E
	F
	G
	A
	I
	G


Order-Based

	P1
	A
	B
	C
	D
	E
	F
	G
	H
	I
	J

	P2
	E
	F
	J
	H
	B
	C
	I
	A
	D
	G

	T
	1
	0
	1
	1
	0
	0
	0
	1
	0
	1


	C1
	A
	E
	C
	D
	F
	B
	I
	H
	G
	J

	C2
	E
	B
	J
	H
	C
	D
	F
	A
	I
	G


4 marks each

b) Given the following four chromosomes give the values for x and f(x).

	Chromosome
	Binary String
	x
	f(x)

	P1
	11100
	28
	212

	P2
	01111
	15
	3475

	P3
	10111
	23
	1227

	P4
	00100
	4
	2804


2 marks (half mark each)

c) If P3 and P2 are chosen as parents and we apply one point crossover show the resulting children, C1 and C2.  Use a crossover point of 1 (where 0 is on the very left of the chromosome)

Do the same using P4 and P2 with a crossover point of 2 and create C3 and C4
	Chromosome
	Binary String
	x
	f(x)

	C1
	11111
	31
	131

	C2
	00111
	7
	3803

	C3
	00111
	7
	3803

	C4
	01100
	12
	3998


x and f(x) can be ignored for this question (see (d)).

4 marks (1.5 marks for each child they get correct)

d) Calculate the value of x and f(x) for C1..C4.

These are shown in the above table

2 marks (half mark each)

e) Assume the initial population was x={17, 21, 4 and 28}. Using one-point crossover, what is the probability of finding the optimal solution? Explain your reasons.

The probability is zero

1 mark

If we look at the values in binary we get

	x
	Binary

	17
	10001

	21
	10101

	4
	00100

	28
	11100


We know (although for any realistic problem we would not) that the global optimum is x = 10 which, in binary is 01010.

You can see that we need a 1 in positions 2 and 4 (counting from the right – although in this case it does not matter). In the initial population there is no individual with a 1 in position 2. This means that no matter how many times we apply single point crossover we will never be able to find the optimum.

3 marks

To overcome this we would need to introduce a mutation operator that flips bit with some low probability.

3 marks

Question 3 – Model Answer

(a)

Show a simulated annealing algorithm

This is the algorithm shown in the course textbook

Function SIMULATED-ANNEALING(Problem, Schedule) returns a solution state

Inputs
:
Problem, a problem



Schedule, a mapping from time to temperature

Local Variables
:
Current, a node



Next, a node



T, a “temperature” controlling the probability of downward steps

Current = MAKE-NODE(INITIAL-STATE[Problem])

For t = 1 to ( do
T = Schedule[t]

If T = 0 then return Current
Next = a randomly selected successor of Current
(E = VALUE[Next] – VALUE[Current]

if (E > 0 then Current = Next
else Current = Next only with probability exp(-(E/T)

However, marks will be given for showing a hill climbing algorithm (one that only accepts better neighbourhood moves) that has an acceptance criteria that accepts worse moves with some probability (that probability being exp(-(E/T))
7 marks, pro-rata

What is the probability of accepting the following moves. Assume the problem is trying to maximise the objective function.

	
	Current Evaluation
	Neighbourhood Evaluation
	Current Temperature
	Answer

	1
	100
	95
	20
	0.778800783

	2
	350
	325
	10
	0.082084999

	3
	23
	54
	276
	1.118869545

	4
	19
	5
	3
	0.009403563


Note, the third row has an improving evaluation function. This results in a probability >1 (i.e. always accepted) but the student should get the extra mark if they state that this move will always be accepted and will not be passed through the acceptance criteria.

1 mark for correct answers to rows 1, 2 and 4. 1 mark for saying that 3 will be accepted with a probability of 1 (or >1). 2 marks for row 3 if they spot the third row will always be accepted as it is an improving move.

5 marks in total.

(b)

What is the effect of having the starting temperature too high or too low?

The starting temperature must be hot enough to allow a move to almost any neighbourhood state. If this is not done then the ending solution will be the same (or very close) to the starting solution. Alternatively, we will simply emulate a hill climbing algorithm.

2 marks

However, if the temperature starts at too high a value then the search can move to any neighbour and thus transform the search (at least in the early stages) into a random search. Effectively, the search will be random until the temperature is cool enough to start acting as a simulated annealing algorithm.

2 marks

How do you decide on a suitable starting temperature?

If we know the maximum distance (cost function difference) between one neighbour and another then we can use this information to calculate a starting temperature.

2 marks

Another method, suggested in (Rayward-Smith, 1996), is to start with a very high temperature and cool it rapidly until about 60% of worst solutions are being accepted. This forms the real starting temperature and it can now be cooled more slowly.

2 marks

A similar idea, suggested in (Dowsland, 1995), is to rapidly heat the system until a certain proportion of worse solutions are accepted and then slow cooling can start. This can be seen to be similar to how physical annealing works in that the material is heated until it is liquid and then cooling begins (i.e. once the material is a liquid it is pointless carrying on heating it).

2 marks

How do we decide on a final temperature?

It is usual to let the temperature decrease until it reaches zero. However, this can make the algorithm run for a lot longer, especially when a geometric cooling schedule is being used.

In practise, it is not necessary to let the temperature reach zero because as it approaches zero the chances of accepting a worse move are almost the same as the temperature being equal to zero.

Therefore, the stopping criteria can either be a suitably low temperature or when the system is “frozen” at the current temperature (i.e. no better or worse moves are being accepted).

3 marks, pro-rata

Question 4 – Model Answer

a) Briefly describe the Turing Test

Four Marks

The test is conducted with two people and a machine. One person plays the role of an interrogator and is in a separate room from the machine and the other person. The interrogator only knows the person and machine as A and B. The interrogator does not know which is the person and which is the machine.

Using a teletype, the interrogator, can ask A and B any question he/she wishes. The aim of the interrogator is to determine which is the person and which is the machine.

The aim of the machine is to fool the interrogator into thinking that it is a person. If the machine succeeds then we can conclude that machines can think.

Extra Marks

[for examples such as these]

The machine is allowed to do whatever it likes in its attempts to fool the interrogator. In 1950 Turing suggested that the machine when presented with a question such as

"How much is 12,324 times 73,981?"

could wait several minutes and then give the wrong answer.

Carrying out the above dialogue is relatively easy. A much more difficult issue is the amount of knowledge the machine would need to know in order to carry out a meaningful conversation.

Asking a question such as "Who won last nights top of the table football match?" would present real problems to a program that was not up to date on world events and Turing gives the following example dialogue that a machine would have to be capable of

Interrogator:
In the first line of your sonnet which reads "Shall I compare thee to a summer's day," would not a spring day do as well or better?

A:
It wouldn't scan.

Interrogator:
How about "winters day." That would scan all right.

A:
Yes, but nobody wants to be compared to a winter's day.

Interrogator:
Would you say that Mr. Pickwick reminded you of Christmas?

A:
In a way.

Interrogator:
Yet Christmas is a winter's day, and I do not think Mr. Pickwick would mind the comparison.

A:
I don't think you're serious. By a winter's day one means a typical winter's day, rather than a special one like Christmas.

b) Briefly describe the Chinese Room Experiment

The system comprises a human, who only understands English, a rule book, written in English, and two stacks of paper. One stack of paper is blank. The other has indecipherable symbols on them.

In computing terms the human is the CPU, the rule book is the program and the two stacks of paper are storage devices.

The system is housed in a room that is totally sealed with the exception of a small opening.

The human sits inside the room waiting for pieces of paper to be pushed through the opening. The pieces of paper have indecipherable symbols written upon them.

The human has the task of matching the symbols from the “outside” with the rule book. Once the symbol has been found the instructions in the rule book are followed. This may involve writing new symbols on blank pieces of paper or looking up symbols in the stack of supplied symbols.

Eventually, the human will write some symbols onto one of the blank pieces of paper and pass these out through the opening.

Assume that the symbols passed into the room were valid Chinese sentences, which posed questions. Also assume that pieces of paper passed out of the room were also valid Chinese sentences, which answered those questions. Searle argues that we have a system that is capable of passing the Turing Test and is therefore intelligent according to Turing. But Searle also argues that the system does not understand Chinese as it just comprises a rule book and stacks of paper which do no understand Chinese.

Therefore, according to Searle, running the right program does not necessarily generate understanding.

c) Do you agree with the Chinese Room argument that if a computer passes the Turing Test then it does not prove that the computer is intelligent? State your reasons.

In this part of the question I am looking for the student to give their own thoughts.

Marks will be awarded for the conviction of their argument and how well they back up that argument.

I will also give extra marks for students who have obviously read Searle’s paper.

As a minimum I would expect the student to categorically state if they agree with Searle that passing the Turing Test does not prove intelligence (3 marks just for not sitting on the fence).

Question 5 – Model Answer

a) John Conway’s Game of Life and Craig Reynold’s Boids are, arguably, examples of artificial life. What, in your opinion, would constitute artificial life and what problems would it cause if we ever created artificial life?

I am looking for the students opinions here. Marks will be given for the validity and the way they present their arguments. The marks will be equally split between the two parts of the question.

It is still an open question as to what constitutes artificial life – so it will be interesting to see what the students have to say.

An example of the problems it can cause was given in the lectures and course notes. It is re-produced below.

Isaac Asimov first law of robotics states that “A robot may not injure a human being, or, through inaction, allow a human being to come to harm.”

At first sight this seems a sensible approach to adopt but consider a robot that learns. Assume, through some mutation, it bypasses the routine that forces it to protect humans. This mutation might make it a fitter robot so that this trait is carried forward to future generations.

That is bad enough but now suppose that the robot learns that to protect itself is more important than anything else. The logical conclusion is that it could ultimately kill a human in order to further its aims.

As a result, UCLA biologist notes that “Artificial life violates Asimov’s First Law of Robotics by its very nature.”

b) A simplified version of blackjack can be described as follows.

Blackjack is a two player game comprising of a dealer and a player. The dealer deals two cards (from a normal pack of 52 cards) to the player and one card to himself. All cards are dealt face up. All cards take their face value, except Jack, Queen and King which count as 10 and Aces which can count as one or eleven.

The aim for the player is to draw as many cards as he/she wishes (zero if they wish) in order to get as close as possible to 21 without exceeding 21.

Outline how you would develop a computer program that was capable of learning how to play blackjack, the aim being that it improves its play over time.

In the lectures a program that learnt how to play poker was presented. In essence, this learnt when to bet or fold.

How to evolve a blackjack player was not explicitly mentioned but similar ideas to those presented in the lectures could be applied. For example, each possible hand that the player can hold, together with the up card of the dealer, could have associated with it a probability of the player drawing another card. As the game progresses the probabilities are adjusted in the light of whether the player won or lost.

Marks will be given for originality of ideas, clarity of explanation and if the idea would (in the lecturers opinion) actually work.

Question 6 – Model Answer

a) Describe how ants are able to find the shortest path to a food source.

From the course notes

Consider this diagram.
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If you are an ant trying to get from A to B then there is no problem. You simply head in a straight line and away you go. And all your friends do likewise.

But, now consider if you want to get from C to H. You head out in a straight line but you hit an obstacle. The decision you have to make is, do you turn right or left?

The first ant to arrive at the obstacle has a fifty, fifty chance of which way it will turn. That is whether it will go C,d,f,H or C, e, g, H.

Also assume that ants are travelling in the other direction (H to C). When they reach the obstacle they will have the same decision to make. Again, the first ant to arrive will have a fifty, fifty chance or turning right or left.

But, the important fact about ants is that as they move they leave a trail of pheromone and ants that come along later have more chance of taking a trail that has a higher amount of pheromone on it.

So, by the time the second, and subsequent, ants arrive the ants that took the shorter trail will have laid their pheromone whilst the ants taking the longer route will still be in the process of laying their trails.

Over a period of time the shorter routes will get higher and higher amounts of pheromone on them so that more and more ants will take those routes.

If we follow this through to its logical conclusions, eventually all the ants will follow the shorter route.

4 marks (pro-rata) for the students answer.

The students might give a slightly more formal answer (below), which is fine

We have described above how ants act in the real world. We can formalise it a little as follows


The above diagram represents the map that the ants have to traverse.

At each time unit, t, each ant moves a distance, d, of 1.

All ants are assumed to move at the same time. At the end of each time step the ants lay down a pheromone trail of intensity 1 on the edge (route) they have just travelled along.

At t=0 there is no pheromone on any edges of the graph (we can represent this map as a graph).

Assume that sixteen ants are moving from E to A and another sixteen ants are moving from A to E.

At t=1 there will be sixteen ants at B and sixteen ants at D. At this point they have a 0.5 probability as to which way they will turn. We assume that half go one way and half go the other way.

At t=2 there will be eight ants at D (who have travelled from B, via C) and eight ants at B (who have traveled from D, via C). There will be sixteen ants at H (eight from D and eight from B). The intensities on the edges will be as follows.

ED = 16, AB = 16, BH = 8, HD = 8, BC = 16 and CD = 16

If we now introduce another 32 ants into the system (16 from each direction) more ants are likely to follow the BCD rather than BHD as the pheromone trail is more intense on the BCD route.

b) Using the travelling salesman problem as an example, define the following terms with relation to ant algorithms

Visibility
Evaporation

Transition Probability

Below are the notes from the course handouts. The relevant points are re-produced in bold.

Time, t, is discrete. t(0) marks the start of the algorithm. At t+1 every ant will have moved to a new city and the parameters controlling the algorithm will have been updated (n is the number of ants and cities).

Assuming that the TSP is being represented as a fully connected graph, each edge has an intensity of trail on it. This represents the pheromone trail laid by the ants. Let Ti,j(t) represent the intensity of trail edge (i,j) at time t.

Visibility

When an ant decides which town to move to next, it does so with a probability that is based on the distance to that city and the amount of trail intensity on the connecting edge. The distance to the next town, is known as the visibility, nij, and is defined as 1/dij, where, d, is the distance between cities i and j.

1 mark for simply describing visibility. Full marks (3) for giving the formula (i.e. 1/dij). Make sure the student defines what d,i and j are; else deduct 1 mark.

Evaporation

At each time unit evaporation takes place. This (which also models the real world) is to stop the intensity trails building up unbounded. The amount of evaporation, p, is a value between 0 and 1.

1 mark for describing evaporation. Full marks (2) for giving it a variable name and stating it is a value between 0 and 1.

Transition Probability

In order to stop ants visiting the same city in the same tour a data structure, Tabu, is maintained. This simply stops ants visiting cities they have previously visited. Tabuk is defined as the list for the kth ant and it holds the cities that have already been visited.

After each ant tour the trail intensity on each edge is updated using the following formula

Tij (t + n) = p . Tij(t) + ΔTij
where


This represents the trail substance laid on edge (i, j) by the kth ant between time t and t + n.
Q is a constant and Lk is the tour length of the kth ant.

 Finally, we define the transition probability that the kth ant will move from city i to city j.

where ( and ( are control parameters that control the relative importance of trail versus visibility.

Full marks (4) for giving the above formula and describing all the terms. Pro-rata marks for other answers.

Give 1 mark for a valid description, e.g.

The important points to bring out are that the transition probability determines the likelihood of an ant choosing a particular edge to next travel along. The transition probability is a function of the pheromone already on that edge (the more, indicating that many ants have used it, so it is probably a good route), the visibility (how close is this vertex to the one under consideration) and the fact that the ant must not have visited that city before (in keeping with the TSP).

c) Many of the search methods presented in the lectures had as their basis some aspect of the real world. Propose an idea for a search algorithm based on some natural process or animal behaviour. Discuss how your method could be realised in a computer implementation in solving, say, the TSP.

This is an opportunity for the student to present some original thinking. They would probably have had to have read around the subject to come up with an idea but they are many and varied (for example, termites, bees, birds etc.).

I will award 5 marks for coming up with an original idea, 5 marks for discussing how it could be realised and two marks to be awarded at my discretion.
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