Abstract—Visual tracking frameworks have traditionally relied upon a single motion model such as Random Walk, and a fixed, embedded search method like Particle Filter. As a single motion model can’t reliably handle various target motion types, the interest toward multiple motion models has grown over the years. The existence of multiple competing hypotheses or predictions by the multiple motion models opens up the possibility of a wider range of search methods. To search for the target in a fixed grid of equal sized cells, an integration of the Wang-Landau method and the Markov Chain Monte Carlo (MCMC) method has recently been introduced. In this paper, we generalize this search method to cells of variable size and location, where the cells are formed around the predictions generated by multiple motion models. The effectiveness of the proposed method is tested by adopting a multiple motion model tracker. Experiments show that the modified tracker has improved accuracy and better consistency over different runs compared to its original, and superior performance over state-of-the-art trackers in challenging video sequences.

I. INTRODUCTION

Visual tracking in image sequences is an important task in computer vision. It has many practical applications such as human computer interaction, automatic traffic control, security and surveillance, and medical imaging. Usually, a target to be tracked is initialized with a bounding box in the first frame, and it is required to estimate the trajectory of the target through subsequent frames. While easy to imagine, it is not so easy to accurately maintain track of the target in unconstrained environments due to challenges such as occlusions, rapid motion variations, illumination changes, and pose variations.

To address these challenges, many successful tracking algorithms have been proposed in the recent past. Generally speaking, a tracking algorithm builds on a combination of a matching function and a search strategy. The matching function weighs how well a certain hypothesis matches the target model, while the search strategy finds the optimal hypothesis through maximising or minimising a certain objective function, which itself is a function of the matching function. In this paper, we generalize a search method to obtain the best hypothesis from multiple competing hypotheses arbitrarily positioned in our search space.

Two different search strategies are commonly used by visual trackers: gradient descent and stochastic methods. Gradient descent methods [1],[2] remain popular due to their fast convergence rate and low computational cost, but can become trapped in local modes of the filtering distribution due to e.g. background clutter or rapid motion of a target. Stochastic methods such as particle filters (PF) [3],[4],[5] have enjoyed much success in tracking, as they can handle non-Gaussianity and multi-modality of a target distribution. PF is computationally impractical for high dimensional spaces, typically found in multi-object tracking. In the recent past, many methods [6] have been proposed to reduce the computational expense and improve the efficiency of PF. Among them, Markov Chain Monte Carlo (MCMC) methods gained popularity as efficient search methods [7],[8]. While simulating a target distribution with deep local maxima, these methods can, however, become stuck at a local maximum, leading to an inaccurate Bayesian inference. This is also known as the local trap problem.

Adaptive MCMC algorithms [9] provide an automatic way of tuning the proposal variance to maintain a certain acceptance rate of the sampler, and thus can better mix between different modes of a target distribution. However, it doesn’t provide a systematic way of escaping local maxima. Kwon and Lee [10], combined the Wang-Landau Monte Carlo method with the MCMC method to escape local maxima in a complex target distribution, while searching in a regular grid that divides the image space in a number of equally sized cells. Towards a similar goal, a Stochastic approximation Monte Carlo (SAMC) based tracking algorithm was proposed by [11] to search for the optimal target state in a regular grid.

An important ingredient of visual tracking is the motion model. In stochastic methods, its purpose is to guide the search method towards the correct modes of the target distribution while avoiding search in areas with local traps. Since it is difficult to produce an accurate motion model for a large variety of tracking environments, visual tracking frameworks have conventionally depended on a single general purpose motion model like Random Walk (RW) or Nearly Constant Velocity (NCV). Their generality, resulting in an inability to model complex motion, becomes a drawback and results in poor tracking accuracy in situations where a target can display complex motion variations.

To capture different ways a target can move, some attention has been given to the notion of multiple motion models. Isard and Blake [12] learned a few distinct motion models, and a fixed finite state machine describing transitions among them from ground truth data. Later, North et al. [13] extended the work of [12] by learning more complex dynamics, and demonstrated the effectiveness of their approach on a juggling
Fig. 1: Tracking frameworks relying on a single motion model produce a single state prediction, and use an embedded search strategy for finding the optimal target state given these predictions. We propose to model our search by allocating each state prediction a certain area in state space, which we call a cell. The size of this cell is proportional to the uncertainty attached with its corresponding prediction, and its position in space depends on an estimator such as a motion model. The last row of Fig. 1 describes this more general problem in a 3D state space. We believe that the occurrence of the aforementioned problem in visual tracking invites the possibility of a wider range of search strategies for finding the optimal target state.

In this paper, we generalize a sampling based search method which integrates the Wang-Landau Monte Carlo method and MCMC method (WLMCMC sampling) [10]. WLMCMC operates on a regular grid of equal sized cells. We propose to generalize this to arbitrarily placed cells of variable size. In [10], the Wang-Landau method estimates the Density of States (DOS) term, which denotes the extent to which cells have been explored, and this term is used to generate moves to cells that have not been explored enough. This allows discovery of local maxima in specific cells, while jumping between them. The likelihood term in MCMC causes this method to spend more time in cells that contain highly probable target states. With this term, the method expends more samples around the current local maxima, which has already been well explored.

WLMCMC sampling [10] is a powerful method for approximating a complex filtering distribution, as was demonstrated by searching for the best target state in a regular grid of equally sized cells. However, we believe that its full potential is yet to be exploited. In this regard, we make the following contributions:

- To search for the best target state in cells having variable size and arbitrary position in state space, we generalize WLMCMC sampling [10].
- We apply the proposed solution to the multiple motion model tracker [16]. The modified tracker shows improved accuracy and better consistency over multiple runs compared to the original, and outperforms state-of-the-art trackers in challenging video sequences.

After describing the Bayesian tracking algorithm in Section II, we outline the multiple motion model framework [16] in Section III, and then describe the generalization of WLMCMC sampling with respect to this framework in Section IV.
using the Bayesian formulation
\[ p(X_t|Y_{1:t}) \propto p(Y_t|X_t) \int p(X_t|X_{t-1})p(X_{1:t-1}|Y_{1:t-1})dX_{t-1}, \]
where \( p(Y_t|X_t) \) denotes the observation model, and \( p(X_t|X_{t-1}) \) is a motion model. Now the best state of the target \( \hat{X}_t \) is obtained using Maximum a Posteriori (MAP) estimation over the \( N \) particles which approximates the posterior distribution \( p(X_t|Y_{1:t}) \):
\[ \hat{X}_t = \arg \max_{X_t} p(X_t^{(i)}|Y_{1:t}) \text{ for } i = 1, ..., N, \]
where \( X_t^{(i)} \) is the \( i_{th} \) particle. The analytical solution to Eq. (1) is intractable in practice if the filtering distribution is non-Gaussian. Conventional tracking frameworks typically use a single motion model and a fixed sampling based search strategy to approximate \( p(X_t|Y_{1:t}) \). Here, we discuss a framework from the class of methods that employ multiple motion models and generate multiple competing hypotheses or state predictions. For such cases, PF [3] and Metropolis Hastings (MH) [17] are infeasible, and a broad range of search strategies needs to be explored.

III. A MULTIPLE MOTION MODEL FRAMEWORK

The multiple motion model framework (M3F) we apply here addresses the occlusion and non-constant motion problems typical of single target tracking. It learns motion models at different model-scales, and applies those models at multiple prediction-scales. The model-scale is the duration of a sequence of recently estimated target states. The prediction-scale is the temporal distance, measured in frames of the input image sequence, over which a prediction is made. The application of learned models at multiple prediction-scales generates multiple competing hypotheses or state predictions at each time point. To search for the best target state, M3F extends PF [18], in which a fixed particle set with a certain spread is allocated around each state prediction.

To capture possibly complex motion patterns, M3F learns simple motion models at different model-scales. A simple motion model is characterized by a polynomial function of order \( d \), and represented by \( M \). \( M \) is learned at a given model-scale separately for the \( x \)-location, \( y \)-location, and scale \( s \) of the target’s state. For instance, an \( M \) of order 1, learned at model-scale \( m \), predicts a target’s \( x \)-location at time \( t \) as:
\[ \hat{x}_t = \beta_0^m + \beta_1^m t, \]
where \( \beta_1 \) is the slope, and \( \beta_0 \) the intercept.

These models are learned at each time \( t \), and a set of these models is represented by \( M_t = \{M_t^i\} \), where \(|.| \) is the cardinality of the set. Each model predicts target state \( l(\hat{x}, \hat{y}, s) \) at \( T \) prediction-scales.

Suppose there are \( T \) sets of motion models available at time \( t \), one from each of \( T \) previous time-steps. Each set of models at time \( t \) is represented by its corresponding set of predictions. The most suitable motion model from each set is selected as follows.

Let us denote \( G = |M_t| \), and let \( l_t^k = \{l_t^j|j = 1, ..., G\} \) represent a set of states predicted by \( G \) motion models learnt at time \( t-k \), where \( l_t^j \) denotes the predicted state by \( j_{th} \) motion model learned at \( k_{th} \) previous time-step. As \( k = 1, ..., T \), there are \( T \) sets of predicted states at time \( t \). Now the most suitable motion model \( R_t^k \) is selected from each set using the following criterion:
\[ l_t^k = \arg \max_{l_t^i} p(Y_t|l_t^i) \]
where \( l_t^k \) is the most suitable state prediction from the set \( l_t^k \), and \( p(Y_t|l_t^i) \) measures the visual likelihood at the predicted state \( l_t^i \). In other words, \( l_t^k \) is the most suitable state prediction of the most suitable motion model \( R_t^k \). After this selection process, the \( T \) sets of motion models are reduced to \( T \) individual models.

There exist \( T \) most suitable state predictions at time \( t \). We model our search by allocating each state prediction \( l_t^k \) a certain area in the state space, which we call a cell. The size of this cell is equivalent to the uncertainty attached to its corresponding hypothesis (see the last row of Fig. 1). For instance, the size of the cell around \( l_t^k \) will be \( 2 \times \sigma_x \times k \) pixels, and \( 2 \times \sigma_y \times k \) pixels, respectively. Along the third dimension, scale, the uncertainty would be \( \sigma_z \) around the predicted state \( l_t^k \). Here \( \sigma_x \), \( \sigma_y \), and \( \sigma_z \) are the standard deviations of a zero-mean Gaussian noise acting on translation \( x \) and \( y \), and scale \( s \) between two consecutive time-steps, respectively.

Given \( T \) cells of variable size, which might overlap, the aim is to search for the best target state \( \hat{X}_t \) in these cells. An intuitive, and pragmatic approach would be to visit all the cells to some extent, and spend more time in those where there are highly probable target states. Moreover, these cells can be far apart in space. Sampling based search methods such as the MH algorithm [17], used conventionally in tracking frameworks, cannot be used here. While searching a large area with large proposal variance, the MH algorithm has the tendency to become stuck in local maxima. With a smaller variance, it would require many samples to search a large area, and again get trapped in a local maximum if there are deep valleys between the different modes of the target distribution. We generalize WLMCMC sampling to solve these problems in the next section.

The original instantiation of M3F extends PF to allocate a fixed number of particles with a certain spread around each state prediction to obtain \( \hat{X}_t \). This spread is equal to the uncertainty associated with the corresponding state prediction computed as described above. We hypothesize that compared to the search based on extended PF, the proposed generalization of WLMCMC will not only improve the accuracy of the M3F, but will result in more consistent tracking across different runs.

IV. A GENERALIZED WLMCMC SAMPLING

WLMCMC sampling was introduced by [10] to search for the target in a whole image after dividing it into a fixed grid of
equal sized cells (see the third row of Fig. 1). It is composed of the Wang-Landau estimation and Markov Chain Monte Carlo (MCMC) method. Wang-Landau estimation is a Monte Carlo algorithm that was introduced in physics literature for calculating the density of states (DOS) by performing a set of random-walks in different energy cells [19].

A. Wang Landau Monte Carlo (WLMC) method

The aim is to estimate the DOS score for every cell, where the DOS score is high for a cell if it contains highly probable target states. As it is intractable to accurately calculate the DOS score for every cell, the WLMC method is used to estimate it. This method maintains a histogram \( h \) and each bin of this histogram corresponds to a specific cell \( C_k \). When \( C_k \) is visited, its bin count \( h(C_k) \) is increased by 1, and its DOS score \( g(C_k) \) is modified by multiplying a modification factor \( f > 1 \).

\[
g(C_k) \leftarrow g(C_k) \cdot f, \quad (5)
\]

where \( g(C_k) \) is initially set to 1 for all \( k \). As the simulation progresses, the random-walk generates a semi-flat histogram. A histogram is considered semi-flat if the value of the lowest bin is larger than 80% of the average value of all bins in \( h \) [19]. The semi-flat histogram denotes that the method has explored all the cells to at least some degree. Now the method performs the next random-walk in a coarse-to-fine manner to obtain more accurate DOS estimates. For this, the \( f \) factor is reduced to \( f \leftarrow \sqrt{f} \) and the histogram is reset to 0. The method continues until the histogram becomes semi-flat again; then restarts the random-walk with a finer modification factor. The algorithm terminates when the modification factor becomes close to 1 or the number of iterations reaches a pre-defined value.

B. Proposal Step

The proposal step defines how the transition from the current state to a new state will occur based on some previous knowledge of the target motion. In this case, the previous knowledge of the target motion is that it can move from the current cell to any of the cells within one proposal step. The proposal density is defined as

\[
Q(X_t'; X_t) = Q_c(X_t') \quad (6)
\]

\( Q_c \) proposes a new state \( X_t' \) in two stages. In the first stage, a cell \( C_k \) is chosen randomly from the \( T \) available cells. In the second stage, the \( x \)-location and \( y \)-location of \( X_t' \) are uniformly drawn from the chosen cell \( C_k \), and the scale part of \( X_t' \) is proposed by adding zero-mean Gaussian noise with standard deviation \( \sigma_s \times k \) to the scale part of \( l_t^c \).

C. Acceptance Step

The acceptance ratio decides whether the proposed state is accepted or not using the likelihood ratio between the proposed state \( X_t' \) and the current state \( X_t \)

\[
a = \min \left[ 1, \frac{p(Y_t|X_t') Q(X_t'; X_t')}{p(Y_t|X_t) Q(X_t; X_t')} \right] \quad (7)
\]

The WLMCMC algorithm integrates the density of states term with the acceptance ratio in Eq.(7). Let \( D \) be a mapping function from the state \( X_t \) to the cell \( C_k \), which contains the state \( X_t \).

\[
D : X_t \rightarrow C_k \quad (8)
\]

Then the acceptance ratio becomes

\[
a = \min \left[ \frac{p(Y_t|X_t')}{p(Y_t|X_t)} \cdot \frac{1}{g(D(X_t'))} Q(X_t'; X_t')}{1, \frac{1}{g(D(X_t))} Q(X_t; X_t)}, \right] \quad (9)
\]

where \( g(D(X_t')) \) denotes the density of states in the cell which contains \( X_t' \). Eq.(9) has two important advantages over Eq.(7). The first advantage is that it provides a systematic way for a Markov Chain to escape local maxima and capture the global maximum. This is required because the cells could be positioned far apart from each other in the space. And in these situations, the Markov Chain has a higher probability of meeting local maxima. The second advantage of Eq.(9) is that it enables Markov Chain to spend more time around local maxima, while guaranteeing to visit all the cells to some extent. Again, this is desirable in this scenario because there could be any number of cells containing highly probable target states, and this should be discovered by visiting each of them to some degree.

The DOS score \( g(D(X_t')) \) in Eq.(9) is calculated exactly in the same way as described in subsection A. For instance, if a state proposed by Eq.(6) is accepted by the acceptance ratio in Eq.(9), and the state belongs to cell \( C_k \), then the DOS score of the cell \( g(C_k) \) is modified by the factor \( f \), and its bin count \( h(C_k) \) is increased by 1. Otherwise, the same procedure is applied to the cell which contains the current state. Algorithm 1 details relevant steps of the generalized WLMCMC method given variable sized cells, where each cell is formed around a certain state prediction.

Algorithm 1 Generalized WLMCMC method for variable sized cells.

**Input:** A set of variable sized cells at time \( t: C_t = \{C_k|k = 1, ..., T\} \)

**Output:** Best state of the target at time \( t: \hat{X}_t \)

Initialize the DOS score for each cell \( g(C_k) = 1 \), and the bin count for each cell \( h(C_k) = 0 \), where \( k = 1, ..., T \).

Set \( f = 2.7 \) for \( q = 1 \) to \( N \), where \( N \) is the total number of particles

- Given the current state \( Y_t^q \), propose a new state \( X_t' \) using the Eq.(6).
- Use Eq.(9) to compute the acceptance ratio.
- If the proposed state is accepted then set \( X_t^{q+1} \) to \( X_t' \), else set \( X_t^{q+1} \) to \( X_t \).
- \( g(D(X_t^{q+1})) \leftarrow g(D(X_t^{q+1})) \cdot f \)
- \( h(D(X_t^{q+1})) \leftarrow h(D(X_t^{q+1}))+1 \)
- If \( h \) is semi-flat then reset \( h(C_k) = 0, \forall k \) and \( f \leftarrow \sqrt{f} \).

end

Compute the best state \( \hat{X}_t \) using Eq.(2).
V. EXPERIMENTAL DETAILS AND RESULTS

We used ten video sequences for experiments. The sequences are TUD-Campus\cite{20}, TUD-Crossing\cite{20}, PETS 2001 Dataset 1\cite{1}, toy1 2, Person1\cite{21}, ball1 \cite{16}, car\cite{22}, Person2 3, and squash \cite{16}.

We denote the multiple motion model framework (M3F) based on generalized WLMCMC by M3F−GWL. M3F−GWL was compared to the original instantiation of M3F denoted by M3F−PF \cite{16}, and six state-of-the-art trackers. The state-of-the-art trackers are WLMCMC \cite{10}, Visual Tracking Decomposition (VTD) \cite{23}, Fragment-based Tracker (FragT) \cite{24}, Incremental Subspace Visual Tracker (IVT) \cite{25}, Real-Time Robust L1-Tracker using Accelerated Proximal Gradient (L1-APG) \cite{26}, and Semi-supervised Boosting Tracker (Semi) \cite{27}.

In terms of search methods, M3F−PF, IVT, and L1-APG are based on particle filters, FragT and Semi utilize dense sampling methods, WLMCMC and VTD use MCMC. The minimum and maximum number of samples used for WLMCMC, VTD, IVT, and L1-APG was 600 and 640, respectively. The minimum and the maximum size of the cell in terms of half width and half height in image space were 1 pixel and 30 pixels, respectively. For M3F−PF and M3F−GWL, model-scales of 2,3,4, and 5 frames were used, and at each model-scale a linear motion model was learned. M3F−PF and M3F−GWL utilized the HSV colour histogram as the observation model and Bhattacharyya coefficient as the distance measure \cite{3}.

A. Performance Evaluation

Table 1 reports tracking accuracy of 8 trackers on 10 video sequences in terms of centre location error in pixels, averaged over 5 runs of each tracker. The first eight videos involve occlusions of varying lengths, and the last two contain both occlusions and rapid motion variations. IVT and SemiBoost did not perform well in any of the sequences as the former updates its holistic appearance model in a blind manner, and the latter relies on a naive detection strategy after the target is occluded. An efficient sampling scheme combined with an annealing procedure allows WLMCMC to perform best in the TUD-Campus sequence. FragT achieved top and second best performance in car and TUD-Crossing sequences, respectively, which involved partial occlusions. Likewise, L1-APG produced the lowest center location error in the TUD-Crossing sequence. FragT uses a part-based appearance model, while L1-APG relies on an explicit occlusion detection mechanism whose output is linked to a robust minimization model.

M3F−PF showed better accuracy than the state-of-the-art trackers in 6 out of 10 sequences in handling occlusions and motion variations. The last column shows that M3F−GWL improved the accuracy of M3F−PF in almost every sequence using the same number of particles, although the only difference between M3F−PF and M3F−GWL is the search method. Given multiple cells of variable size formed around state predictions, M3F−GWL produces more samples from the cells containing higher probability of local maxima that increases chances of reaching to the global maximum. On the other hand, M3F−PF just allocates a fixed number of particles with a certain spread around each state prediction, and thus it can miss the global maximum more often. For instance in Fig. 2, when the target re-appears after occlusion in person2 sequence, M3F−GWL displays more accurate tracking than M3F−PF by capturing the global maximum more often than M3F−PF.

Fig.3 shows a comparison between M3F−PF and M3F−GWL in terms of tracking consistency over 5 runs with and without occlusions on five different sequences. The improved consistency of M3F−GWL over M3F−PF under both situations suggests that while the multiple motion model framework \cite{16} has the potential to handle occlusions, its tracking consistency can be improved further with a sophisticated search method such as generalized WLMCMC.

Fig.4(a) shows tracking results in the person sequence, which is captured with a moving camera in an outdoor environment. VTD, FragT, L1-APG, and IVT failed to re-capture the target after the first occlusion, while Semi re-acquired the target a few frames after occlusion. In contrast, M3F−PF, M3F−GWL, and WLMCMC successfully tracked the target throughout this video sequence.

In the ball2 sequence, the target undergoes occlusions of different lengths. Fig. 4(b) shows that M3F−GWL recovers the target more quickly than M3F−PF after occlusion (frame #

---

1. PETS 2001 Dataset 1 is available from http://ftp.pets.ridg.ac.uk/ 
2. toy1 is made by us. 
3. Person2 is available from http://www.iai.uni-bonn.de/ kleind/tracking/
TABLE I: Tracking accuracy of 8 trackers on 10 video sequences. Mean centre location error in pixels is given, averaged over all frames for a video sequence. Each tracker was run five times and the results were averaged. The best results are marked in bold. N is the number of particles used in M^F-PF and M^F-GWL.

<table>
<thead>
<tr>
<th>Sequence</th>
<th>IVT</th>
<th>L1-APG</th>
<th>VTD</th>
<th>Semi</th>
<th>FragT</th>
<th>WLMCMC</th>
<th>M^F-PF</th>
<th>M^F-GWL</th>
<th>N</th>
</tr>
</thead>
<tbody>
<tr>
<td>ball2</td>
<td>104.229</td>
<td>71.851</td>
<td>66.729</td>
<td>78.359</td>
<td>106.905</td>
<td>29.928</td>
<td>19.491</td>
<td>18.870</td>
<td>640</td>
</tr>
<tr>
<td>TUD-Ca</td>
<td>186.647</td>
<td>100.126</td>
<td>187.023</td>
<td>61.282</td>
<td>112.127</td>
<td>23.604</td>
<td>22.772</td>
<td>160</td>
<td></td>
</tr>
<tr>
<td>TUD-Cr</td>
<td>41.859</td>
<td>2.351</td>
<td>63.495</td>
<td>62.039</td>
<td>4.912</td>
<td>37.856</td>
<td>30.671</td>
<td>27.999</td>
<td>500</td>
</tr>
<tr>
<td>PETS'01</td>
<td>76.472</td>
<td>60.676</td>
<td>82.201</td>
<td>37.071</td>
<td>64.328</td>
<td>38.542</td>
<td>32.761</td>
<td>29.263</td>
<td>500</td>
</tr>
<tr>
<td>car</td>
<td>81.342</td>
<td>31.280</td>
<td>74.201</td>
<td>38.542</td>
<td>41.579</td>
<td>55.432</td>
<td>46.734</td>
<td>39.678</td>
<td>500</td>
</tr>
<tr>
<td>squash</td>
<td>122.205</td>
<td>60.918</td>
<td>20.036</td>
<td>68.629</td>
<td>35.677</td>
<td>10.218</td>
<td>26.231</td>
<td>104.229</td>
<td>400</td>
</tr>
<tr>
<td>ball3</td>
<td>144.537</td>
<td>124.676</td>
<td>69.184</td>
<td>66.734</td>
<td>210.288</td>
<td>20.711</td>
<td>16.827</td>
<td>15.470</td>
<td>280</td>
</tr>
</tbody>
</table>

VI. CONCLUSION

In this paper, we generalize a search method for multiple competing hypotheses in visual tracking. Such hypotheses are usually state predictions generated in a multiple motion model framework. The search is modelled by assigning a certain area in state space, which we call a cell, to each state prediction. To search for the best target state in these cells, we generalize WLMCMC sampling to cells of variable size and location. To show the effectiveness of the proposed solution, we adapt the multiple motion model tracker of [16]. The modified tracker demonstrates improved accuracy and better consistency over different runs than the original, and shows superior performance over other trackers in challenging tracking environments.
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