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ABSTRACT

We propose an approach to norm monitoring in open multi-agents systems (MAS) in which monitoring is performed by the agents comprising the MAS. Using ideas from scrip systems, we show how to design mechanisms where agents are incentivised to monitor the actions of other agents for norm violations. Critically, the cost of providing incentives is not borne by the MAS. Instead, monitoring incentives come from (scrip) fees for accessing the services provided by the MAS. In some cases perfect monitoring (and hence enforcement) can be achieved: no norms will be violated in equilibrium. In other cases, we show that, while it is impossible to achieve perfect enforcement, we can get arbitrarily close; we can make the probability of a norm violation in equilibrium arbitrarily small.

1. INCENTIVISING MONITORING

We propose an approach to norm monitoring in open multi-agents systems (MAS) in which the monitoring of agent actions is performed by the agents comprising the MAS. We focus on norms which prohibit certain actions (or the state resulting from an action). The novelty of our approach is that the MAS does not bear the cost of monitoring; nor does it levy fines on violating agents to pay for monitoring as in, for example, [1]. (Levying fines is not possible in many open systems as the agents can always leave the system and rejoin later under a different identity.) Instead, monitoring incentives come from (scrip) fees [2] for accessing the services provided by the MAS.

As a simple example, consider a MAS where agents want to post content on the web. There are norms regarding what may be posted: for example, copyrighted images should not be posted, and comments should not be abusive or defamatory. We assume that agents may occasionally submit posts that violate the norm. If such content appears on the web, the MAS loses significant utility (e.g., it can be fined or sued). It is therefore in the MAS’s interest that submitted posts are checked for compliance with the norm before they appear on the web. We assume that it is possible to check objectively if a particular item of content violates the norm. (For simplicity, we assume that if a post that violates the norm is checked, the violation will be detected. We can easily modify our approach to handle the case where there is some probability ρ of the violation being caught.) Checking whether a post is ‘bad’ (violates the norm) requires some work, and incurs a small utility cost. Although checking requires some resources, we assume that if a violation is found, evidence of the violation can be provided that can be checked in negligible time (so we do not need to deal with disputes about whether content violates the norm). If the content does violate the norm, the post is discarded and no violation occurs. We would like to distribute the monitoring of posts among the agents that use the system. Just as for the MAS, monitoring incurs a small negative utility for an agent. This means that agents must be appropriately incentivised to monitor. The scenario we describe applies to a wide range of normative multi-agent systems. The only requirement is that norms apply to single actions, actions can be checked in advance, and their execution prevented if they are found to violate the norm. Examples other than web postings include bids for jobs and bookings of facilities.

We formalise the posting and monitoring of content for norm violations as a non-cooperative game. This scenario (and the resulting game) is similar to that considered by Friedman et al. [2], but differs in several key respects. As in [2], we adopt the idea of using tokens as payment for posting and as a reward for monitoring.

2. UNINTENTIONAL VIOLATION

We first consider a scenario in which bad posts are unintentional, and happen with a constant probability b. In this scenario, agents are unaware that they are violating the norm when they post something inappropriate. The game in the inadvertent scenario is described by the following parameters:

- a finite set of n agents 1,…, n;
- the time between rounds is 1/n;
- at each round t an agent is picked at random to submit a post (we implicitly assume that agents always have something that they want to post);
- probability of a post being bad: b;
- utility of posting (to the agent doing the posting): 1
- disutility of monitoring (to the agent doing the monitoring): −α (where 0 < α < 1);
- discount rate: δ ∈ (0, 1).
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The total utility $U$ is given by the sum of individual utilities $u_i$. We assume that agents discount future payoffs (this allows us to compute the total utility derived by an agent in the infinite game).

We need some additional notation to describe what happens:

- $p^i \in \{1, \ldots, n\}$ is the agent chosen to submit a post at $t$;
- $v^j \in \{0, \ldots, n\} \setminus \{p^i\}$: $v^j = j$ if agent $j \neq p^i$ is chosen to monitor at $t$, and $v^j = 0$ if no one is chosen to monitor; at $t$;
- $f^t \in \{0, 1\}$: $f^t = 0$ if the content posted at $t$ is good, $f^t = 1$ if it is bad.

Given that good and bad posts have the same utility (namely, 1), the utility of an agent $i$ in round $t$ is:

$$u_i^t = \begin{cases} 
1 & \text{if } i = p^t \text{ and either } v^t = 0 \text{ or } f^t = 0; \\
-\alpha & \text{if } v^t = i; \\
0 & \text{otherwise}.
\end{cases}$$

The total utility $U_i$ for agent $i$ is $\sum_{t=0}^{\infty} \delta^{t/n} u_i^t$, where $\delta$ is the discount factor.

To incentivize agents to monitor posts, we use tokens as payment for posting and as a reward for monitoring. Agents must pay one token to post and are rewarded with tokens if they detect a bad post. We argue below that in order for the system to function successfully (agents being able to post, and some agents always available for monitoring), the ‘right’ amount to pay for finding a bad posting is $1/b$. This means, in expectation, an agent gets one token for finding a bad posting. Thus, the price of a posting is equal to the expected cost of checking a posting.

Pay agents $1/b$ for finding a bad posting makes the situation similar to that in [2], where the agent wanting work done pays one token, and the agent doing the work gets one token. However, the fact that in our setting payment is made only if a problem is found complicates matters. Specifically, the agents cannot simply pay the MAS to post, or the MAS pay the agents for finding a bad post. If monitors have a long run of “bad luck” and do not find postings that violate the norm, there will be very few tokens left in the system; on the other hand, if monitors get lucky, and find quite a few postings that violate the norm, the MAS will end up pumping quite a few tokens into the system. Having both too few or too many tokens in the system causes problems [2]. Intuitively, with too many tokens in the system, (almost) all agents will have plenty of tokens, so no one will volunteer to monitor; with too few tokens in the system, it will often be the case that the agent who wants to post will not have a token to pay for it.

To ensure that the number of tokens “circulation” remains constant, the agents rather than the MAS perform the role of the “bank”. We assume that all agents follow a threshold strategy when deciding whether to monitor. There is a fixed threshold $k$ such that agents volunteer iff they have fewer than $k$ tokens. If an agent $i$ has at least one token and is chosen to submit a post ($i = p^t$), pick a randomly chosen agent with fewer than $k + 1/b$ tokens one more. The posting agent $p^t$ then asks for volunteers to act as monitor. All agents with fewer than $k$ tokens volunteer. If at least one agent volunteers, one, $v^t$, is chosen at random to act as monitor. If $v^t$ confirms that the post conforms to the norm, it is posted. If $v^t$ detects a violation of the norm, then the post is discarded, and a randomly chosen agent with at least $1/b$ tokens gives $v^t$ a 1/b tokens.

**Theorem 1.** For all $\epsilon > 0$, there exist a $\delta$ sufficiently close to 1 and an $n$ sufficiently large such that if all $n$ agents have a discount factor $\delta' \geq \delta$, then there exists a $k$ such that the mechanism above with all agents using a threshold of $k$ is an $\epsilon$-Nash equilibrium.

All proofs, together with additional details and intuitions, are available at arxiv.org/1602.06731. Note that in the equilibrium the existence of which is stated in Theorem 1, we get perfect enforcement; all bad posts will be detected.

### 3. Strategic Violation

We now consider the scenario in which violations are strategic. When an agent is chosen to submit a post, it can either submit something good (i.e., that does not violate the norm) or something bad. The parameters of the game are the same as in Section 2, except that there is no longer a probability $b$ of a posting being bad (the quality of a posting now becomes a strategic decision), and the utility of a bad posting is no longer 1, but $\kappa > 1$. (We must assume $\kappa > 1$ here, otherwise no agent would ever post anything bad: the utility of doing so is no higher than that of posting something good, and the violation may be detected.) As before, monitoring agents get paid only if they find a bad post.

With these assumptions, it is not hard to show that there does not exist an equilibrium with perfect enforcement.

**Theorem 2.** In the setting of strategic violations, there can be no equilibrium with perfect enforcement.

Although we cannot achieve perfect enforcement in the strategic setting, we can make the probability of a bad posting as low as we want. More precisely, for all $\epsilon, \epsilon' > 0$, there is an $\epsilon$-Nash equilibrium such that the probability of a bad post is $\epsilon'$.

We have the following mechanism, given a threshold $k$. If an agent is chosen to post, it submits bad content with probability $\beta^*$ and good content with probability $1 - \beta^*$. After the agent has decided what to post and made the posting available, the MAS decides whether the posting will be monitored. For an initial period (say 1,000 rounds), a posting is monitored with probability $1 - 1/\kappa$; afterwards, if the fraction of postings that have been discovered to be bad due to monitoring is $\beta$ and $\beta$ is more than (say) two standard deviations from $\beta^*$, then monitoring occurs with probability $1 - \beta^*/(\beta \kappa)$. If the decision has been made to monitor and the posting agent has at least one token (so that a post can be made), the posting agent asks for volunteers and all agents with fewer than $k$ tokens volunteer to monitor and one is chosen to be the monitor. As in the case of unintentional violations, if at least one agent volunteers, then the posting agent gives a randomly chosen agent with less than $k + 1/\beta^*$ tokens one more. If the monitor approves the posting, it is posted. If the monitor finds a problem with the posting, then a randomly chosen agent with at least $1/\beta^*$ tokens gives the monitor $1/\beta^*$ tokens.

**Theorem 3.** For all $\epsilon > 0$, there exist a $\delta$ sufficiently close to 1 and an $n$ sufficiently large such that if all $n$ agents use a discount factor $\delta' \geq \delta$, then there exists a $k$ such that the mechanism above with all agents using a threshold of $k$ is an $\epsilon$-Nash equilibrium.

Note that, in the equilibrium whose existence is stated in Theorem 3, the probability of a bad posting is $\beta^*$, as desired.
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